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Abstract

In this thesis, we study various subcategories of module categories in the representation theory
of algebras. There are several classes of important subcategories of module categories which
naturally arise in the representation theory and in connection with other areas of mathematics.
Almost all of such subcategories are extension-closed, thus can be regarded as Quillen’s exact
categories. In this thesis, we study categorical properties of subcategories and give classifications
of several kinds of subcategories, using exact categories.

This thesis consists of six chapters.
In Chapter 1, the introductory chapter of this thesis, we explain general ideas behind this

thesis, including several subcategories and exact categories.
In Chapter 2, we consider the Grothendieck group of an exact category, and consider the

criterion of the additive finiteness of an exact category via the Grothendieck group. This chapter
is based on the author’s published paper [Eno3].

In Chapter 3, we establish the theory of simple objects and the Jordan-Hölder property of
exact categories. This chapter is based on the author’s paper [Eno4].

In Chapter 4, motivated by the previous chapter, we give a classification of simple objects in
torsion-free classes over preprojective algebras and path algebras of Dynkin type. This chapter is
based on the author’s paper [Eno5].

In Chapter 5, we introduce and investigate the notion of a monobrick, which enables us to
study various subcategories in a uniform way by using simple objects. This chapter is based on
the author’s paper [Eno6].

In Chapter 6, we classify ICE-closed subcategories (subcategories closed under Images, Coker-
nels and Extensions) over path algebras by rigid modules. This chapter is based on the author’s
paper [Eno7].
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CHAPTER 1

Introduction

Representation theory studies how an algebraic object acts on vector spaces. It dates back
to Frobenius, who studied finite groups by using their representations. Since then, finite groups,
Lie groups and Lie algebras have played leading roles in representation theory. It was not until
around 1970 that the representation theory of algebras, the main topic of this thesis, had attracted
an attention.

Let Λ be a unital associative ring. The purpose of the representation theory of Λ is to
understand the structure of the category of Λ-modules. To get interesting results, it is common
to impose some restriction on rings and modules we consider, such as noetherian and finitely
generated. Then for a noetherian ring Λ, the category mod Λ of finitely generated right modules
is a target of our investigation, which has a nice property such as being an abelian category.

1.1. Aim of this thesis

In the representation theory of Λ, we often consider full subcategories of mod Λ, instead of
mod Λ itself. For example, subcategories of mod Λ called torsion classes, torsion-free classes and
wide subcategories of mod Λ have been main objects in the representation theory of finite dimen-
sional algebra. As we shall see later, these subcategories have interesting relation to the algebraic
Lie theory via the root system, and actually have applications in various areas of mathematics, such
as Lusztig’s crystal basis of quantum groups, Schubert varieties or unipotent cells in Kac-Moody
groups, resolutions of Kleinian singularities, and so on.

There are two main themes of this thesis. Most of the past studies on these subcategories of
mod Λ aimed at classifying nice subcategories (such as torsion classes) by some methods. However,
categorical structures of a given fixed subcategory have not been investigated in the literature. This
is the first theme of this thesis.

Along with the study of categorical structures, the author noticed that there are more other
kinds of subcategories to study which have not been considered before. Most of the past studies
concerned with torsion classes, torsion-free classes and wide subcategories of module categories.
However, there are more subcategories having interesting properties. The second theme of this
thesis is to introduce new kinds of subcategories and give classifications of them.

Let us give more details. Most of the subcategories E of mod Λ which naturally arise in the
representation theory are closed under extensions: that is, for every short exact sequence

0 L M N 0

of Λ-modules, we have that L,N ∈ E implies M ∈ E .
Every extension-closed subcategory of mod Λ has an additional structure called an exact cat-

egory in the sense of Quillen. An exact category is a generalization of an abelian category. More
precisely, it is an additive category together with a class of “short exact sequences” in that category,
hence it has more information than its additive structure. We can endow every extension-closed
subcategory E of mod Λ with the natural structure of an exact category (“short exact sequences”
are just usual short exact sequences in mod Λ with all terms in E). We can (and should) regard E
as exact categories, not just as additive ones.

Using the exact structure, we can consider the several invariants and properties of E , which
we will investigate, and with which we will classify several subcategories, in this thesis:

• The Grothendieck group K0(E) of E .
• The Grothendieck monoid M(E) of E .

1



2 1. INTRODUCTION

• Simple objects in E .
• The validity of the Jordan-Hölder type theorem in E .
• Projective objects in E .

We will explain these concepts in the next section.

1.2. Summary of results

In this section, we summarize main results in each chapter.

1.2.1. Chapter 2: Grothendieck group and additive finiteness. We say that an addi-
tive category E is additively finite if there are only finitely many indecomposable objects in E up to
isomorphism. From the beginning of the representation theory of algebras, one of the important
questions is: When is mod Λ additively finite? Such an algebra Λ is called a representation-finite
algebra, and there are lots of studies on it.

As for this, the following characterization using the Grothendieck group was shown by Butler
and Auslander. The Grothendieck group K0(mod Λ) of mod Λ is an abelian group generated
by objects in mod Λ modulo relations M = L + N whenever we have a short exact sequence
0→ L→M → N → 0 in mod Λ.

Theorem 1.2.1 ([But, Aus3]). Let Λ be a finite-dimensional algebra. Then mod Λ is additively
finite if and only if the relation of the Grothendieck group K0(mod Λ) is generated by so-called
almost split sequences.

Here almost split sequences are special kinds of short exact sequences which are minimal in
some sense.

Since we are interested in an extension-closed subcategory E of mod Λ instead of mod Λ itself,
we want to study when E is additively finite. We can define the Grothendieck group K0(E) of E in
a similar way, and the main result in Chapter 2 is the following, which extends Butler-Auslander’s
result to a wide class of subcategories of mod Λ.

Theorem 1.2.2 (= Theorem A). Let Λ be a finite-dimensional algebra and E an extension-
closed subcategory of mod Λ which is covariantly finite and resolving (see Definitions 2.4.5 and
2.4.6). Then E is additively finite if and only if the relation of the Grothendieck group K0(E) is
generated by almost split sequences in E.

This extends and unifies several known results in the literature such as [MMP, PR].

1.2.2. Chapter 3: Characterization of the Jordan-Hölder property. As everyone ma-
joring in algebra knows, every composition series of a given module with finite length is essentially
unique up to a permutation of composition factors. This Jordan-Hölder theorem is very classical
and fundamental result in algebra. Since a composition series of a module M can be regarded as a
way to build up M from simple modules by iterated extensions, this theorem says that such ways
are essentially unique.

As we have said, we are interested in an extension-closed subcategory E of a module category,
instead of the whole module category. Since E has a structure of an exact category, we have a
notion of short exact sequence, thus we can define a simple object in E as follows:

Definition 1.2.3. Let E be an exact category and M a non-zero object of E . Then M is
called simple in E if there are no short exact sequence

0 L M N 0

in E such that L,N 6= 0.

Roughly speaking, simple objects in E are precisely objects which cannot be decomposed into
smaller pieces with respect to short exact sequences in E . As in the classical case, we can define
composition series in E . We say that E satisfies the Jordan-Hölder property, often abbreviated by
(JHP), if the precise analogue of the Jordan-Hölder theorem holds in E . It turns out that lots
of subcategories of mod Λ do not satisfy (JHP) for a finite-dimensional algebra Λ, and the main
result in Chapter 3 is the following characterization of (JHP).
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Theorem 1.2.4 (= Theorems F, 3.5.10). Let E be an exact category. Then the following are
equivalent.

(1) E satisfies (JHP).
(2) The Grothendieck monoid M(E) of E is a free commutative monoid.

If E is a subcategory of mod Λ for a finite-dimensional algebra Λ of the form ⊥U for a module U
with finite injective dimension (see Assumption 3.5.6), then the following is also equivalent:

(3) The number of indecomposable projective objects in E is equal to the number of simple
objects in E.

Here the Grothendieck monoid M(E) of an exact category E is a natural monoid version of the
Grothendieck group. The assumption on E above are satisfied for various classes of subcategories
such as functorially finite torsion(-free) classes and the category of Gorenstein projective modules,
see Example 3.5.13 for the detail.

1.2.3. Chapter 4: Torsion-free classes over preprojective algebras of Dynkin type.
The previous result suggests that it should be interesting to determine simple objects in a given
extension-closed subcategory. In Chapter 4, we do this for a subcategory called a torsion-free class
of a module category of a preprojective algebra of Dynkin type.

Let Λ be a finite-dimensional algebra. Then a subcategory F of mod Λ is called a torsion-free
class if it is closed under extensions and submodules. Dually, a subcategory T of mod Λ is called a
torsion class if it is closed under extensions and quotients. These two classes of subcategories have
been playing central roles in the representation theory of algebras, and related to various areas
of mathematics. However, properties of a fixed torsion(-free) class have not been investigated in
detail, which we will study in Chapter 4 for the preprojective algebra case.

First, we recall about quiver representations and some results. Let k be a field and Q a quiver,
that is, a directed graph. Then a representation M of Q consists of the following data:

• To each vertex v ∈ Q, we associate a finite-dimensional k-vector space Mv.
• To each arrow a : v → v′ ∈ Q, we associate a k-linear map Ma : Mv →Mv′ .

Then we can consider the category of representations of Q. It is known that for a finite acyclic
quiver Q, this category coincides with mod kQ for a so-called path algebra kQ of Q.

As for this, the Gabriel’s theorem established a connection of the representation theory of
algebras and the Lie theory. To state this, we use the following notation. For a Dynkin quiver Q,
we denote by Φ, Φ+ and αv for a vertex v ∈ Q, the root system of type Q, the set of positive roots
in Φ and the simple root corresponding to the Dynkin vertex v respectively. For a representation
M of Q, we put

dimM :=
∑
v∈Q

(dimMv)αv,

and call it the dimension vector of M . Then we have the following classification.

Theorem 1.2.5 (Gabriel’s theorem). Let Q be a Dynkin quiver. Then the assignment M 7→
dimM gives a bijection between the set of isomorphism classes of indecomposable representations
of Q and the set of positive roots Φ+.

Roughly speaking, it says that representations of a Dynkin quiver give a categorification of the
root system. By this, to an element w of the Weyl group W of Φ, we can associate the subcategory
FQ(w) of mod kQ as follows:

FQ(w) := {M ∈ mod kQ | dimM ∈ inv(w)}.
Here inv(w) is called an inversion set of w, the set of positive roots in Φ which are sent to negative
roots by w−1. This set is a very fundamental object in the Lie theory and root systems, for
example, the cardinality of inv(w) is known to be equal to the length of w.

To a Dynkin quiver Q, we can associate another algebra ΠQ called a preprojective algebra of
Q. This algebra has some common futures with the path algebra kQ, but has more symmetries
than kQ. More precisely, the representation theory of Q heavily depends on the choice of the
orientations of the underlying Dynkin graph (for example, the categories of representations of
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1← 2← 3 and 1→ 2← 3 are not equivalent). However, ΠQ does not depend on the orientations.
Moreover, ΠQ is something like an enhancement of kQ, which means that the representation
theory of kQ are included in ΠQ. Thus the representation theory of ΠQ uniformly treats the
representation theory of Dynkin quivers with all orientations at the same time.

Now we have the following Gabriel type theorem for preprojective algebras.

Proposition 1.2.6. Let Q be a Dynkin quiver and ΠQ a preprojective algebra. Then the
dimension vector of every brick is a positive root of the corresponding root system.

Here a brick is a module whose endomorphism ring is a division ring. For example, every
indecomposable kQ-module is a brick. Although there exist infinitely many indecomposable ΠQ-
modules for almost all Dynkin quivers Q, there are only finitely many bricks, thus bricks in mod ΠQ

are more appropriate analogues of indecomposable kQ-modules.
Then [BIRS] defined a subcategory F(w) of mod ΠQ, which is an analogue of FQ(w) ⊂ mod kQ

above. In fact, dimB ∈ inv(w) holds for every brick B contained in F(w). Moreover, this category
also plays an important role in the theory of cluster algebras, since it categorifies the cluster
structure of the coordinate ring of a unipotent cell in the algebraic group by [GLS].

The following result of Mizuno is the starting point of Chapter 4.

Theorem 1.2.7 ([Miz, Theorem 2.30]). Let Q be a Dynkin quiver. Then the assignment
w 7→ F(w) gives a bijection between the following two sets:

(1) The Weyl group W of the associated root system.
(2) The set of torsion-free classes in mod ΠQ.

Thus torsion-free classes in mod ΠQ are parametrized by elements of the Weyl group. Then
it is natural to expect that there is a relation between (exact-)categorical properties of F(w) and
Lie-theoretical property of w. In this direction, we obtain the following main result of Chapter 4.

Theorem 1.2.8 (= Theorems J, L). Let Q be a Dynkin quiver and w an element of the
corresponding Weyl group. Then by taking dimension vectors, we have a bijection between the
following two sets.

(1) The set of isomorphism classes of simple objects in F(w).
(2) The set of Bruhat inversions of w.

Moreover, F(w) satisfies (JHP) if and only if the number of supports of w is equal to the number
of Bruhat inversions of w. In addition, the same statement holds for FQ(w) ⊂ mod kQ instead of
F(w).

Here Bruhat inversions are inversions of w which cannot be written as a sum of smaller
inversions of w. This gives a complete classification of simple objects and the validity of (JHP) in
F(w) purely by using Lie theoretic language.

1.2.4. Chapter 5: Monobricks and new class of subcategories. As we mentioned in the
previous subsection, torsion classes and torsion-free classes have been central objects in the history
of the representation theory of algebras. Recently, Adachi-Iyama-Reiten gave a classification of
torsion-free classes using injective objects of them. More precisely, they showed that functorially
finite torsion-free classes in mod Λ for a finite-dimensional algebra Λ are in bijection with support
τ−-tilting Λ-modules. Here the functorial finiteness is some restriction on a torsion-free class F
which ensures that F has enough injective objects.

As we have seen, the set of simple objects of F , instead of projective or injective objects,
seems to be a new interesting object to study. Motivated by this idea, we succeed in classifying
all torsion-free classes in any length abelian category, which is one of the main results in Chapter
5:

Theorem 1.2.9 (= Theorem N). Let A be a length abelian category. Then taking simple
objects yields a bijection between the following two sets.

(1) The set of all torsion-free classes in A.
(2) The set of cofinally closed monobricks in A.
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Here monobricks is a setM of bricks in A such that every non-zero morphism between objects
inM is an injection, and the cofinal closedness is a kind of poset-theoretical closedness condition,
see Definition 5.3.2.

Actually, we establish a bijection which includes the above bijection. A special well-known
class of monobricks is a class of semibricks, a set of bricks such that every morphism between them
is a zero morphism. It is a classical result that semibricks are in bijection with wide subcategories
of A, exact abelian subcategories closed under extensions.

We introduce the concept of left Schur subcategory of A, which unifies both torsion-free classes
and wide subcategories. Then we show the following bijection.

Theorem 1.2.10 (= Theorem O). Let A be a length abelian category. Then taking simple
objects yields a bijection between the following two sets:

(1) The set of left Schur subcategories of A.
(2) The set of monobricks in A.

Moreover, this bijection restricts to the following bijections between

• the set of wide subcategories of A and the set of semibricks in A, and
• the set of torsion-free classes in A and the set of cofinally closed monobricks in A.

One of the benefits of this result is that the relation between torsion-free classes and wide
subcategories becomes more transparent by using monobricks. Each monobrick can be regarded
as a poset in a natural way, and this poset structure provides us a powerful tool to study these
two kinds of subcategories.

For example, it was shown in [MS] that if there are only finitely many torsion-free classes,
we have a bijection between the sets of torsion-free classes and wide subcategories. The proof in
[MS] heavily depends on [AIR], and does not work in an length abelian category in general. In
contrast, we can quickly deduce it by using only some poset theoretical argument on monobricks
(Theorem 5.5.4).

1.2.5. Chapter 6: ICE-closed subcategories in quiver representations. In the previ-
ous chapter, we introduced left Schur subcategories of an abelian category A. A typical example
is a subcategory closed under images, kernels and extensions. Motivated by this, in Chapter 6, we
give a classification of such subcategories in the category of representations of a Dynkin quiver Q,
or equivalently, mod kQ.

For the compatibility of [AIR] and [IT], we work with the dual notion ICE-closed subcate-
gories of mod kQ, which are subcategories of mod kQ closed under taking Images, Cokernels and
Extensions. In particular, torsion classes are ICE-closed, and Ingalls and Thomas classified them
by support tilting modules in [IT] using projective objects in torsion classes. In Chapter 6, we
extend their classification to include all ICE-closed subcategories of mod kQ as follows:

Theorem 1.2.11 (= Theorem R). Let Q be a Dynkin quiver. Then taking projective objects
yields a bijection between the following two sets:

(1) The set of ICE-closed subcategories of mod kQ.
(2) The set of isomorphism classes of rigid kQ-modules, that is, a kQ-module M satisfying

Ext1
kQ(M,M) = 0.

This bijection extends a bijection between the set of torsion classes in mod kQ and the set of
support tilting kQ-modules established by [IT].

Moreover, we show that the number of ICE-closed subcategories of mod kQ depends only on
the underlying Dynkin graph of Q, and does not depend on the choice of orientations of arrows.
We give an explicit formula of this number for each Dynkin type. In particular, for type A case,
this number coincides with the combinatorial number known as the large Schröder number.

The representation theory of Dynkin quiver is the most basic, classical and fundamental object
which motivated research at the down of the representation theory of algebras, and rigid modules
are also quite fundamental and have appeared in many contexts. Therefore, it is a bit surprising
to the author that this result has not been observed in the literature.



CHAPTER 2

Relations for Grothendieck groups and
representation-finiteness

This chapter is based on the published paper [Eno3].
For an exact category E , we study the Butler’s condition “AR=Ex”: the relation of the

Grothendieck group of E is generated by Auslander-Reiten conflations. Under some assumptions,
we show that AR=Ex is equivalent to that E has finitely many indecomposables. This can be
applied to functorially finite torsion(free) classes and contravariantly finite resolving subcategories
of the module category of an artin algebra, and the category of Cohen-Macaulay modules over an
order which is Gorenstein or has finite global dimension. Also we showed that under some weaker
assumption, AR=Ex implies that the category of syzygies in E has finitely many indecomposables.

2.1. Introduction

Let Λ be a finite-dimensional k-algebra over a field k. To the abelian category mod Λ of finitely
generated Λ-modules, we can associate an abelian group K0(mod Λ) called the Grothendieck group.
This is the quotient group K0(mod Λ, 0)/Ex(mod Λ), where K0(mod Λ, 0) denotes the free abelian
group with the basis the set of isomorphism classes [X] of indecomposable objects X ∈ mod Λ,
and Ex(mod Λ) the subgroup generated by [X]− [Y ]+ [Z] for every exact sequence 0→ X → Y →
Z → 0.

Auslander-Reiten sequences, or AR sequences for short, are special kind of short exact se-
quences in mod Λ, which are “minimal” in some sense. We denote by AR(mod Λ) the subgroup of
Ex(mod Λ) generated by AR sequences. Then Butler and Auslander proved the following result.

Theorem 2.1.1 ([But, Aus3]). Let Λ be a finite-dimensional algebra. Then AR(mod Λ) =
Ex(mod Λ) holds if and only if there are only finitely many indecomposable objects in mod Λ up to
isomorphism.

Auslander conjectured that similar results hold for a more general class of categories other
than mod Λ. In this paper, we study this conjecture in the context of Quillen’s exact categories.
For a Krull-Schmidt exact category E , the Grothendieck group K0(E) = K0(E , 0)/Ex(E) of E is
defined in the same way. Also the notion of AR sequences is defined over E , which we call AR
conflations. Thus we have the subgroup AR(E) of Ex(E), and the aim of this paper is to study the
following question.

Question 2.1.2. For a Krull-Schmidt exact category E, when are the following equivalent?

(1) E is of finite type, that is, there exist only finitely many indecomposable objects in E up
to isomorphism.

(2) AR(E) = Ex(E) holds.

Let us mention some known results on this question. For the implication (1) ⇒ (2), we have
the following quite general result by the author:

Theorem 2.1.3 ([Eno2, Theorem 3.18], Corollary 2.4.4). Let R be a complete noetherian local
ring and E a Krull-Schmidt exact R-category such that E(X,Y ) is a finitely generated R-module
for each X,Y ∈ E. If E has enough projectives and is of finite type, then AR(E) = Ex(E) holds.

This can be applied to various situations in the representation theory of noetherian algebras.
We provide a proof of this in Corollary 2.4.4.

6
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On the other hand, the implication (2) ⇒ (1) is more subtle. Indeed, some counter-examples
are known, e.g. [MMP, Section 3]. However, there are affirmative results for this implication
in some concrete situations: E = CM Λ for an R-order Λ with finite global dimension [AR1,
Proposition 2.3], and the category of modules with good filtrations over standardly stratified
algebras [MMP, PR]. Also some partial results are known ([Hir, Kob]).

In this paper, we first give a sufficient condition for (1) and (2) in Question 2.1.2 to be
equivalent, by using a functorial method. For a Krull-Schmidt exact category E , we consider the
category Mod E of functors Eop → Ab. There is an important subcategory eff E of Mod E , the
category of effaceable functors (Definition 2.2.1), which nicely reflects the exact structure of E and
is closely related to the group Ex(E). Then let us consider the following conditions:

(a) E is of finite type.
(b) E is admissible [Eno2], that is, every object in eff E has finite length in Mod E .
(c) AR(E) = Ex(E) holds.

Simple modules contained in eff E bijectively correspond to AR conflations in E (Proposition 2.2.3).
Thus the condition (b) can be regarded as a functorial analogue of (c), hence it is somewhat closer
to (c) than (a) is. The relation of these conditions are summarized in Figure 1.

Secondly, we apply this condition to concrete situations and obtain results on Question 2.1.2.
For an artin algebra, we show the following result, which extends the results [MMP, Theorem 3]
and [PR, Theorem 3.6].

Theorem A (= Theorem 2.4.11). Let Λ be an artin algebra and E a contravariantly finite
resolving subcategory of mod Λ. Then the following are equivalent.

(1) E is of finite type.
(2) AR(E) = Ex(E) holds.

When R is not artinian, we prove the following result. This extends [Hir, Kob] to the non-
commutative case, and [AR1, Proposition 2.3] to Gorenstein orders. Also our method provides
another proof of [AR1, Proposition 2.3].

Theorem B (= Theorem 2.4.15, Corollary 2.5.3). Let R be a complete Cohen-Macaulay local
ring and Λ an R-order with at most an isolated singularity. Suppose that Ex(CM Λ) = AR(CM Λ)
holds. Then the following hold.

(1) ΩCM Λ, the category of syzygies of Cohen-Macaulay Λ-modules, is of finite type.
(2) If Λ has finite global dimension or Λ is a Gorenstein order, then CM Λ is of finite type.

Actually, most of the results above are deduced from the following relations between (a), (b)
and (c):

Theorem C (Proposition 2.3.3, Theorem 2.3.7). Let E be a Krull-Schmidt exact R-category
with a projective generator over a commutative noetherian ring R. Then the implications in Figure
1 hold.

(a) E is of finite type (b) E is admissible (c) AR(E) = Ex(E)

E is Hom-finite

E has a weak cogenerator E satisfies (CF)

Figure 1. Summary of Section 2.3

Here we introduce the condition (CF) on exact categories concerning the Grothendieck groups
(see Definition 2.3.5).

The paper is organized as follows. In Section 2.2, we introduce basic definitions and collect
some results about Grothendieck group and effaceable functors. In Section 2.3, we introduce some
conditions on E and prove the relations indicated in Figure 1. In Section 2.4, we verify that
the conditions are satisfied in some concrete cases. In Section 2.5, we study the finiteness of the
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category of syzygies. In Appendix A, we provide some interesting properties of the category of
effaceable functors.

2.1.1. Notation and conventions. Throughout this paper, we assume that all categories
and functors are additive and all subcategories are additive, full and closed under isomorphisms.
For an object G of an additive category E , we denote by addG the category consisting of all direct
summands of finite direct sums of G. We say that an additive category is of finite type if there
exists an object G ∈ E such that E = addG holds.

For a Krull-Schmidt category E , we denote by ind E the set of isomorphism classes of indecom-
posable objects in E . We refer the reader to [Krau] for the basics of Krull-Schmidt categories. We
say that an additive category E is an idempotent complete if every idempotent morphism splits.
It is well-known that a Krull-Schmidt category is idempotent complete.

As for exact categories, we use the terminologies inflations, deflations and conflations. We
refer the reader to [Büh] for the basics of exact categories. We say that an exact category E has
a projective generator P if E has enough projectives addP .

2.2. Preliminaries

First we introduce the basic definition about Auslander-Reiten theory in a Krull-Schmidt
category. Let E be a Krull-Schmidt category and J its Jacobson radical. A morphism g : Y → Z
in E is called right almost split if Z is indecomposable, g is in J and any morphism h : W → Z
in J factors through g. Dually we define left almost split.

For a Krull-Schmidt exact category E , we say that a conflation 0→ X
f−→ Y

g−→ Z → 0 in E is
an AR conflation if f is left almost split and g is right almost split. We say that an indecomposable
object Z in E admits a right AR conflation if there exists an AR conflation ending at Z. We say
that E has right AR conflations if every indecomposable non-projective object admits a right AR
conflation. Left AR conflations are defined dually, and we say that E has AR conflations if it has
both right and left AR conflations.

Next we introduce some notation concerning the Grothendieck group. For a Krull-Schmidt
exact category E , let K0(E , 0) be a free abelian group

⊕
[X]∈ind E Z · [X] generated by the set ind E

of isomorphism classes of indecomposable objects in E , which we identify with the Grothendieck
group of E with the split exact structure, that is, the exact structure where all conflations are split
exact. We denote by Ex(E) the subgroup of K0(E , 0) generated by

{[X]− [Y ] + [Z] | there exists a conflation X � Y � Z in E}.

We call the quotient group K0(E) := K0(E , 0)/Ex(E) the Grothendieck group of E . We denote by
AR(E) the subgroup of Ex(E) generated by

{[X]− [Y ] + [Z] | there exists an AR conflation X � Y � Z in E}.

Throughout this paper, we make use of functor categorical arguments. Let us recall the
related concepts. For an additive category E , a right E-module M is a contravariant additive
functor M : Eop → Ab from E to the category of abelian groups Ab. We denote by Mod E the
category of right E-modules, and morphisms are natural transformations between them. Then
the category Mod E is a Grothendieck abelian category with enough projectives, and projective
objects are precisely direct summands of (possibly infinite) direct sums of representable functors.

We denote by mod E the category of finitely presented E-modules, that is, the modules M
such that there exists an exact sequence E(−, X)→ E(−, Y )→M → 0 for some X,Y in E . This
category mod E is not necessarily an abelian category, but mod E is closed under extensions in
Mod E by the horseshoe lemma. Thereby we always regard mod E as an exact category, which has
enough projectives in the sense of exact category. Moreover, if E is idempotent complete, then
projectives in mod E are precisely representable functors.

Now let us introduce the notion of effaceability of E-modules, which plays an essential role
throughout this paper. This notion was originally introduced by Grothendieck [Gro, p. 141].
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Definition 2.2.1. Let E be an exact category. A right E-module M is called effaceable if

there exists a deflation f : Y � Z in E such that E(−, Y )
E(−,f)−−−−→ E(−, Z)→M → 0 is exact. We

denote by eff E the subcategory of mod E consisting of effaceable functors.

The category eff E plays a quite essential role to study exact categories in a functorial method.
This definition for exact categories is due to [Fio], and the category eff E plays an important
role in [Eno2] to classify exact structures on a given additive category. For the compatibility of
Grothendieck’s effaceability, see Proposition 2.A.1.

In the rest of this section, we collect basic properties about functor categories and effaceable
functors which we need in the sequel.

Proposition 2.2.2. Let E be a Krull-Schmidt category and J its Jacobson radical. Put
SZ := E(−, Z)/J (−, Z) for Z ∈ E. Then the following hold.

(1) The map Z 7→ SZ gives a bijection between ind E and the set of isomorphism classes of
simple E-modules.

(2) A morphism g : Y → Z in E is right almost split if and only if Z is indecomposable and

E(−, Y )
E(−,g)−−−−→ E(−, Z)→ SZ → 0 is exact.

Proof. It is well-known, see [Aus2] for example. �

In particular, simple E-modules contained in mod E bijectively correspond to indecomposable
objects in E which admit right almost split maps. Moreover if E is an exact category, then one
can show more on eff E as follows.

Proposition 2.2.3. Let E be a Krull-Schmidt exact category and Z an indecomposable object
in E. Then the following are equivalent.

(1) Z admits a right AR conflation.
(2) SZ belongs to eff E.
(3) SZ is finitely presented and Z is non-projective.

In particular, simple E-modules contained in eff E bijectively correspond to indecomposables in E
which admit right AR conflations.

Proof. (1) ⇒ (2): We have a deflation g : Y � Z which is right almost split. Thus
SZ ∼= Coker E(−, g) belongs to eff E .

(2) ⇒ (3): Since SZ is in eff E , it is finitely presented. By [Eno2, Propositions 2.11], we have
that Z is non-projective since SZ(Z) 6= 0 holds.

(3) ⇒ (1): This is precisely [Eno2, Proposition A.3]. �

The following says that the category eff E has nice properties and controls the exact structure
of E . Here we say that an E-module M is finitely generated if there exists a surjection from a
representable functor onto M .

Proposition 2.2.4. Let E be an idempotent complete exact category. Then the following
holds.

(1) Suppose that there exists an exact sequence 0→M1 →M →M2 → 0 in Mod E and that
M1 is finitely generated. Then M is in eff E if and only if both M1 and M2 are in eff E.

(2) A complex X
f−→ Y

g−→ Z in E is a conflation if and only if there exists an exact sequence

0→ E(−, X)
E(−,f)−−−−→ E(−, Y )

E(−,g)−−−−→ E(−, Z)→M → 0

in Mod E with M in eff E.

Proof. We refer the reader to [Eno2, Proposition 2.10] for the proof of (1), and [Eno2,
Theorem 2.7] or the proof of Lemma 2.A.1 for (2). �

The category eff E enjoys further nice properties, e.g. being abelian, and we refer the interested
reader to Appendix A.
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If E has enough projectives, then one has a simpler description of the category eff E . Let E
be an exact category with enough projectives and denote by P the subcategory of E consisting of
projective objects. We define the stable category E by the ideal quotient E/[P]. Then eff E can be
naturally identified with the module category of E , which we omit the proof.

Lemma 2.2.5 ([Eno2, Lemma 2.13]). Let E be an exact category with enough projectives P.
Then the natural restriction functor Mod E → Mod E induces an equivalence mod E ' eff E.

2.3. General conditions for (a), (b) and (c) to be equivalent

In this section, we will provide some general results on the three conditions: (a) E is of finite
type, (b) E is admissible and (c) AR(E) = Ex(E). Here we say that E is admissible if every object in
eff E has finite length in Mod E ([Eno2]). See Proposition 2.A.3 for the equivalent condition of the
admissibility. Then our results in this section can be summarized in Figure 1 in the introduction.

To begin with, let us introduce some terminologies on R-categories needed in this paper.
Let R be a commutative noetherian ring and E an R-category. We say that an R-category E is
Hom-noetherian (resp. Hom-finite) if E(X,Y ) is finitely generated (resp. has finite length) as an
R-module for each X,Y in E .

To deal with admissibility, it is convenient to introduce the following criterion for deciding
whether the functor has finite length or not. Let E be a Krull-Schmidt category and M ∈ Mod E
a right E-module. Then the support suppM of M is defined by

suppM := {X ∈ ind E | M(X) 6= 0}.

The Hom-finiteness ensures that finiteness of modules can be checked only by considering their
support:

Lemma 2.3.1. Let E be a Krull-Schmidt category and M ∈ mod E an E-module. If M has finite
length in Mod E, then suppM is a finite set. The converse holds if E is Hom-finite R-category.

Proof. See, for example, [Aus2, Theorem 2.12]. �

2.3.1. (a) Representation-finiteness and (b) admissibility. First, we consider the re-
lation between: (a) E is of finite type, and (b) E is admissible.

Definition 2.3.2. Let C be an additive category. We say that an object C ∈ C is a weak
cogenerator if C(X,C) = 0 implies that X is a zero object for every X ∈ C.

If we assume the existence of a weak cogenerator of the stable category, then (a) is almost
equivalent to (b).

Proposition 2.3.3. Let E be a Krull-Schmidt exact category with a projective generator.
Consider the following conditions:

(1) E is admissible and E has a weak cogenerator.
(2) E is of finite type.

Then (1) ⇒ (2) holds. The converse holds if E is a Hom-finite R-category for a commutative
noetherian ring R.

Proof. (1) ⇒ (2): Since E has enough projectives, we may identify eff E with mod E by
Lemma 2.2.5. Let X be a weak cogenerator of E . By the assumption, we have that E(−, X) has
finite length. This implies that supp E(−, X) is finite by Lemma 2.3.1. Since every indecomposable
object W in E should satisfy E(W,X) 6= 0, it follows that E is of finite type. Now E itself is of
finite type because we have a natural identification ind E = ind E t ind(addP ).

(2) ⇒ (1): Suppose that E is of finite type and E is Hom-finite over R. Then obviously the
direct sum of all indecomposables in E is a weak cogenerator of E . Moreover, since E is Hom-finite
and ind E is finite, every object in eff E = mod E has finite length by Lemma 2.3.1. �
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2.3.2. (b) Admissibility and (c) AR=Ex. Now let us investigate the relation between
the condition (b) and (c). First we show that if (b) E is admissible, then (c) AR(E) = Ex(E) holds.
Next we will introduce the condition (CF) and show that the converse implication holds under it.

Proposition 2.3.4. Let E be a Krull-Schmidt exact category. Suppose that E is admissible.
Then Ex(E) = AR(E) holds.

Proof. This is proved in the similar way as [Eno2, Theorem 3.17]. We provide a proof here
for the convenience of the reader.

Let 0→ X1
f1−→ Y1

g1−→ Z1 → 0 be a conflation in E and we have to show [X1]− [Y1] + [Z1] ∈
AR(E). Put M := Coker E(−, g1) in Mod E , then M is in eff E by the definition. Suppose that

there exists another conflation 0 → X2
f2−→ Y2

g2−→ Z2 → 0 in E such that M ∼= Coker E(−, g2).
Then we have exact sequences

0→ E(−, Xi)
E(−,fi)−−−−−→ E(−, Yi)

E(−,gi)−−−−−→ E(−, Zi)→M → 0

in Mod E for i = 1, 2. Thus Schanuel’s lemma shows that E(−, X1) ⊕ E(−, Y2) ⊕ E(−, Z1) ∼=
E(−, X2)⊕E(−, Y1)⊕E(−, Z2) in Mod E , hence X1⊕ Y2⊕Z1

∼= X2⊕ Y1⊕Z2 in E by the Yoneda
lemma. This implies that [X1] − [Y1] + [Z1] = [X2] − [Y2] + [Z2] in K0(E , 0). Thus it suffices to
show the following claim.

Claim: For any M ∈ eff E, there exists at least one exact sequence in Mod E

0→ E(−, X)
E(−,f)−−−−→ E(−, Y )

E(−,g)−−−−→ E(−, Z)→M → 0

with [X]− [Y ] + [Z] ∈ AR(E). Note that such a complex 0 → X → Y → Z → 0 is automatically
a conflation by Proposition 2.2.4(2).

We will show this claim by induction on l(M), the length of M as an E-module. Suppose that
l(M) = 1, that is, M is a simple E-module. We may assume that M = SZ for an indecomposable

object Z ∈ E by Proposition 2.2.2, and there exists an AR conflation 0 → X
f−→ Y

g−→ Z → 0

in E by Proposition 2.2.3. This gives the desired projective resolution 0 → E(−, X)
E(−,f)−−−−→

E(−, Y )
E(−,g)−−−−→ E(−, Z)→ SZ → 0 of SZ , and [X]− [Y ] + [Z] ∈ AR(E) holds.

Now suppose that l(M) > 1. Take a simple E-submodule M1 of M . Then we have an exact
sequence 0→M1 →M →M2 → 0 in Mod E . Since M1 is finitely generated, Proposition 2.2.4(1)
shows that M1 and M2 are both in eff E . By induction hypothesis, we have an exact sequence

0 → E(−, Xi)
E(−,fi)−−−−−→ E(−, Yi)

E(−,gi)−−−−−→ E(−, Zi) → Mi → 0 with [Xi] − [Yi] + [Zi] ∈ AR(E) for
each i = 1, 2. By the horseshoe lemma, we obtain a projective resolution

0→ E(−, X1 ⊕X2)
E(−,f)−−−−→ E(−, Y1 ⊕ Y2)

E(−,g)−−−−→ E(−, Z1 ⊕ Z2)→M → 0.

Then we have

[X1 ⊕X2]− [Y1 ⊕ Y2] + [Z1 ⊕ Z2] =
∑
i=1,2

([Xi]− [Yi] + [Zi]) ∈ AR(E).

Thus the claim follows. �

Next let us investigate when the converse of Proposition 2.3.4 holds. The author does not
know whether this always holds, but we show that this is the case for particular cases. To this
purpose, let us introduce the condition (CF), which stands for the Conservation of Finiteness.

Definition 2.3.5. For an exact category E , we say that E satisfies (CF) if it satisfies the
following:

(CF) Let 0 → X
fi−→ Y

gi−→ Z → 0 be two conflations in E for i = 1, 2 and put Mi :=
Coker E(−, gi) ∈ eff E . If M1 has finite length in Mod E , then so does M2.

For later purposes, the following equivalent condition is more useful.

Lemma 2.3.6. For an exact category E, the condition (CF) is equivalent to the following
condition.
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(CF′) Let 0→ Xi
fi−→ Yi

gi−→ Zi → 0 be conflations in E for i = 1, 2 and put Mi := Coker E(−, gi)
in eff E. Suppose that [X1]− [Y1] + [Z1] = [X2]− [Y2] + [Z2] holds in K0(E , 0). If M1 has
finite length in Mod E, then so does M2.

Proof. Obviously it suffices to show that (CF) implies (CF′). Since [X1] − [Y1] + [Z1] =
[X2]− [Y2] + [Z2] holds in K0(E , 0), we have that X2 ⊕ Y1 ⊕ Z2

∼= X1 ⊕ Y2 ⊕ Z1 holds in E by the
Krull-Schmidtness of E . Now consider the following two complexes:

0→ X1 ⊕X2

[ 0 1
f1 0
0 0

]
−−−−−→ X2 ⊕ Y1 ⊕ Z2

[
0 g1 0
0 0 1

]
−−−−−−→ Z1 ⊕ Z2 → 0,

0→ X1 ⊕X2

[ 1 0
0 f2
0 0

]
−−−−−→ X1 ⊕ Y2 ⊕ Z1

[
0 0 1
0 g2 0

]
−−−−−−→ Z1 ⊕ Z2 → 0.

These are conflations since they are direct sums of conflations and split exact sequences. Applying
(CF) to them, it is easy to check that (CF′) holds. �

Now we can state the following main result in this section.

Theorem 2.3.7. Let E be a Krull-Schmidt exact category. Then the following are equivalent.

(1) E is admissible.
(2) Ex(E) = AR(E) holds and E satisfies (CF).
(3) Ex(E)⊗Z Q = AR(E)⊗Z Q holds and E satisfies (CF).

Proof. (1) ⇒ (2): If every object in eff E has finite length, then we have Ex(E) = AR(E) by
Proposition 2.3.4, and the condition (CF) is trivially satisfied.

(2) ⇒ (3): Obvious.

(3) ⇒ (1): Let M be in eff E and take a conflation 0 → X
f−→ Y

g−→ Z → 0 in E such that

0 → E(−, X)
E(−,f)−−−−→ E(−, Y )

E(−,g)−−−−→ E(−, Z) → M → 0 is exact. By AR(E)⊗Z Q = Ex(E)⊗Z Q,

there exist a positive integer a, integer bi and an AR conflation 0→ Xi → Yi
gi−→ Zi → 0 for each

i such that we have an equality in K0(E , 0):

a([X]− [Y ] + [Z]) =

n∑
i=1

bi([Xi]− [Yi] + [Zi]).

We may assume that bi > 0 for i ≤ m and −ci := bi < 0 for i > m. Thus we have an equality

a([X]− [Y ] + [Z]) +

n∑
i=m+1

ci([Xi]− [Yi] + [Zi]) =

m∑
i=1

bi([Xi]− [Yi] + [Zi]) (2.3.1)

in K0(E , 0) such that all the coefficients are positive integers. Thus each side of the equation (2.3.1)
comes from the single conflation in E . Put Si := Coker E(−, gi) ∈ mod E for each i, which is simple
E-module contained in eff E . Then the left hand side in (2.3.1) corresponds to Ma ⊕

⊕n
i=m+1 S

ci
i

in eff E and the right hand side corresponds to
⊕m

i=1 S
bi
i in eff E . Since the latter has finite length,

the condition (CF′) implies that so does the former. Thus M has finite length. �

2.4. Applications

In Section 2.3, we have shown the equivalence of (a), (b) and (c) under three technical as-
sumptions: Hom-finiteness of E , the existence of a weak cogenerator of E , and the condition (CF)
(see Figure 1 for a summary of these results). In this section, we show that these assumptions are
satisfied for some concrete cases.

Main applications we have in mind are the representation theory of noetherian algebras, where
the base ring is not necessarily artinian. For the convenience of the reader, we recall some related
definitions.

Definition 2.4.1. Let R be a noetherian local ring and Λ an R-algebra.

(1) Λ is called a noetherian R-algebra if Λ is finitely generated as an R-module. If in addition
R is artinian, then we say that Λ is an artin R-algebra.
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(2) Suppose that R is Cohen-Macaulay. For a noetherian R-algebra, we denote by CM Λ
the category of finitely generated Λ-modules which are maximal Cohen-Macaulay as
R-modules.

(3) A noetherian R-algebra Λ is called an R-order if Λ ∈ CM Λ holds.
(4) We say that an R-order Λ has at most an isolated singularity if gl.dim Λp = ht p holds

for every non-maximal prime p ∈ SpecR.
(5) An R-order is called a Gorenstein order if CM Λ is a Frobenius exact category.

Let R be a complete Cohen-Macaulay local ring and Λ an R-order. Then CM Λ is closed under
extensions in mod Λ, thus is an exact category with a projective generator Λ. Moreover, CM Λ has
AR conflations if and only if Λ has at most an isolated singularity [Aus4].

2.4.1. Hom-finiteness of the stable category. First we consider the Hom-finiteness of E .
Recall that (a) ⇒ (b) holds if E is Hom-finite (Proposition 2.3.3). This condition is trivial if R is
artinian, hence we obtain the following.

Corollary 2.4.2. Let E be a Hom-finite idempotent complete exact R-category over a com-
mutative artinian ring R. Suppose that E is of finite type. Then E is admissible and AR(E) = Ex(E)
holds.

For an artin algebra Λ, we can apply this result to any subcategory E of mod Λ which is closed
under extensions and direct summands.

If R is not artinian, we can use the following fact on Hom-finiteness.

Lemma 2.4.3 ([Eno2, Proposition A.5]). Let R be a complete noetherian local ring and E a
Hom-noetherian idempotent complete exact R-category. Suppose that E has enough projectives and
consider the following conditions:

(1) E is of finite type.
(2) E has AR conflations.
(3) E is Hom-finite over R.

Then the implication (1) ⇒ (2) ⇒ (3) holds.

Thus we immediately obtain the following.

Corollary 2.4.4 ([Eno2, Corollary 3.18]). Let R be a complete noetherian local ring and E
a Hom-noetherian idempotent complete exact R-category. Suppose that E has enough projectives
and E is of finite type. Then E is admissible and AR(E) = Ex(E) holds.

Note that the assumption on E here is rather mild. In particular, this corollary can be applied
to E := CM Λ for an R-order Λ which is CM-finite, that is, CM Λ is of finite type. Thus this
provides a further generalization of [Aus3, Proposition 2.2].

2.4.2. Existence of a weak cogenerator of the stable category. For the implication
(b) ⇒ (a), we need a weak cogenerator of E (Proposition 2.3.3). To this purpose, let us recall the
notions of functorial finiteness and resolving subcategories.

Definition 2.4.5. Let A be an additive category and E an additive subcategory of A.

(1) A morphism f : EX → X in A is said to be a right E-approximation if EX is in E and
every morphism E → X with E ∈ D factors through f .

(2) E is said to be contravariantly finite if every object in A has a right E-approximation.

A left E-approximation and covariantly finiteness are defined dually. We say that E is functorially
finite if it is both contravariantly and covariantly finite.

Definition 2.4.6. Let Λ be a noetherian ring and E a subcategory of mod Λ. We say that E
is a resolving subcategory of mod Λ if it satisfies the following conditions:

(1) E contains Λ.
(2) E is closed under extensions, that is, for each exact sequence 0 → X → Y → Z → 0, if

both X and Z are in E , then so is Y .
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(3) E is closed under kernels of surjections, that is, for each exact sequence 0→ X → Y →
Z → 0, if both Y and Z are in E , then so is X.

(4) E is closed under summands.

Since each resolving subcategory is an extension-closed subcategory of an abelian category, it
has the natural exact structure. Thereby we always regard it as an exact category.

The following result provides a rich source of exact categories such that its stable category
has a weak cogenerator.

Proposition 2.4.7. Let Λ be a semiperfect noetherian ring and E a contravariantly finite
resolving subcategory of mod Λ. Then E has a weak cogenerator, which can be chosen as a right
E-approximation of Λ/ rad Λ.

Proof. Since E is resolving in mod Λ, it is straightforward to see that E has a projective
generator Λ. Let us construct a weak cogenerator X of E (cf. [AR1, Lemma 2.4]). Since Λ is
semiperfect, Λ/ rad Λ is a direct sum of all simple Λ-modules up to multiplicity. Take a right
E-approximation f : X → Λ/ rad Λ of Λ/ rad Λ, and we claim that X is a weak cogenerator of E .

Suppose that E(W,X) = 0. Then it follows from this that every morphism from W to finitely
generated semisimple modules factors through some projective module. We will show that W is
projective, that is, W = 0 in E .

For a Jacobson radical radW of W , let π : W � W/ radW be a natural projection and take
a projective cover p : P �W/ radW (this is possible since Λ is semiperfect). It follows that there
exists a projective cover ϕ : P �W such that the following diagram commutes:

P W P

W/ radW

ϕ

p π

ψ

p

Since W/ radW is semisimple, π must factor through some projective module. Thus there exists
ψ : W → P which makes the above diagram commute. On the other hand, since p is right minimal,
ψ ◦ ϕ must be an isomorphism. It follows that ϕ is an isomorphism, thus W is projective. �

Now one immediately obtains the following result about the equivalence of (a) and (b) for a
contravariantly finite resolving subcategories over noetherian algebras. We will treat the case of
artin algebras later (see Theorem 2.4.11) since one can prove more.

Corollary 2.4.8. Let R be a complete noetherian local ring, Λ a noetherian R-algebra and
E a contravariantly finite resolving subcategory of mod Λ. Then E is of finite type if and only if E
is admissible.

Proof. There exists a weak cogenerator of E by Proposition 2.4.7 since Λ is semiperfect.
Thus E is of finite type if E is admissible by Proposition 2.3.3. The other implication follows from
Corollary 2.4.4. �

Example 2.4.9. Let R be a complete Cohen-Macaulay local ring and Λ an R-order. Then it
is well-known that CM Λ is a contravariantly finite resolving subcategory of mod Λ (e.g. [AuBu]).
In particular, CM Λ has a weak cogenerator by Proposition 2.4.7 and Corollary 2.4.8 applies to
CM Λ. Thus Corollary 2.4.8 generalizes the result [Aus3, Lemma 2.4 (b)] on the category CM Λ.

2.4.3. On the condition (CF). Recall that in Section 2.3.2, we have investigated the rela-
tion between (b) admissibility and (c) AR=Ex, and Theorem 2.3.7 shows that the condition (CF)
ensures that (b) and (c) are equivalent. Now let us give some actual examples where E satisfies
(CF). In this subsection, we fix a commutative noetherian ring R.

First we deal with exact categories which are Hom-finite.

Proposition 2.4.10. Let E be a Hom-finite exact R-category. Then E satisfies (CF).
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Proof. Let 0 → X
fi−→ Y

gi−→ Z → 0 be conflations in E for i = 1, 2, and put Mi :=
Coker E(−, gi) ∈ eff E . Then we have that [M1] = [E(−, X)]− [E(−, Y )] + [E(−, Z)] = [M2] holds
in K0(mod E). We will show that if M1 has finite length, then so does M2. It suffices to show that
suppM2 is finite by Lemma 2.3.1.

Let X be an indecomposable object in E . For each F in mod E , the assignment F 7→
lengthR F (X) makes sense since E is Hom-finite. It clearly extends to the group homomorphism
χX : K0(mod E) → Z. Now we have that X ∈ suppM1 ⇔ χX [M1] 6= 0 ⇔ χX [M2] 6= 0 ⇔ X ∈
suppM2 by [M1] = [M2]. Thus suppM1 = suppM2 holds, and this is finite since M1 has finite
length. �

Now we immediately obtain the following general result on artin algebras.

Theorem 2.4.11. Let Λ be an artin algebra and E a contravariantly finite resolving subcategory
of mod Λ. Then the following are equivalent.

(1) E is of finite type.
(2) E is admissible.
(3) AR(E) = Ex(E) holds.
(4) AR(E)⊗Z Q = Ex(E)⊗Z Q holds.

Proof. Since Λ is artin algebra, Λ is semiperfect and E is Hom-finite. Thus Propositions 2.3.3
and 2.4.7 imply that (1) and (2) are equivalent. Furthermore, since E is Hom-finite, E satisfies
(CF) by Proposition 2.4.10. Thus the other conditions are also equivalent by Theorem 2.3.7. �

Contravariantly finite resolving subcategories are closely related to so-called cotilting modules
by the famous result of [AR2]. For the convenience of the reader, we explain their result here.

Definition 2.4.12. Let Λ be an artin algebra and U a Λ-module in mod Λ. Then U is called
a cotilting Λ-module if it satisfies the following conditions:

(1) the injective dimension of U is finite.
(2) Ext>0

Λ (U,U) = 0 holds.
(3) There exists an exact sequence 0 → Un → · · · → U0 → DΛ → 0 of Λ-modules with

Ui ∈ addU for each i, where D denotes the standard duality D : mod Λop → mod Λ.

For a module U in mod Λ, we denote by ⊥U the full subcategory of mod Λ consisting of modules
X satisfying Ext>0

Λ (X,U) = 0.

Proposition 2.4.13 ([AR2, Theorem 5.5]). Let Λ be an artin algebra and U a cotilting Λ-
module. Then ⊥U is a contravariantly finite resolving subcategory of mod Λ.

Thus we can apply Theorem 2.4.11 to E := ⊥U for a cotilting module U over an artin algebra.
This provides a rich source of examples:

• Let E be a functorially finite torsionfree class of mod Λ for an artin algebra Λ (see [ASS]).
Then by factoring out the annihilator of E , we may assume that E is a faithful functorially
finite torsionfree class. It is well-known that such E is of the form ⊥U for a cotilting
Λ-module with idU ≤ 1 (see e.g. [Sma, Theorem]), so Theorem 2.4.11 applies to E . By
duality, every functorially finite torsion class over artin algebras is also an example.

• An artin algebra Λ is called Iwanaga-Gorenstein if both id(ΛΛ) and id(ΛΛ) are finite. In
this case, we write GP Λ := ⊥Λ and call it the category of Gorenstein-projective modules.
It is immediate that Λ itself is a cotilting Λ-module, so we can apply Theorem 2.4.11 to
E := GP Λ.

Next we will consider the case dimR > 0. Although E is rarely Hom-finite, we can conclude
(CF) by using the Hom-finiteness of the stable category E in some cases. Let us introduce some
terminologies to state our result.

Let E be an exact category with enough projectives. In this case, we have the syzygy functor
Ω : E → E . We denote by X in E for the image of X in E under the natural projection E � E .
For an object X in E , we say that X has finite projective dimension if there exists some integer
n ≥ 0 such that ΩnX = 0 holds in E .
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Recall that an exact category E is called Frobenius if E has enough projectives and enough
injectives, and the classes of projectives and injectives coincide.

Proposition 2.4.14. Let R be a complete noetherian local ring and E a Hom-noetherian
idempotent complete exact R-category with AR conflations. Suppose that E satisfies either one of
the following conditions:

(1) E has enough projectives and every object in E has finite projective dimension, or
(2) E is Frobenius.

Then E satisfies (CF).

Proof. Let 0 → X
fi−→ Y

gi−→ Z → 0 be conflations in E for i = 1, 2. Put Mi :=
Coker E(−, gi) ∈ eff E for each i and suppose that M1 has finite length. We will show that so
does M2. First note that Lemma 2.2.5 applies to this situation since E has enough projectives, so
we identify eff E with mod E naturally. Then Mi has finite length as an E-module if and only if it
does so as an E-module. Moreover, since E is Hom-finite by Lemma 2.4.3, this occurs if and only
if suppMi is finite, where the support is considered inside ind E .

(1) First we prove that [M1] = [M2] holds in K0(mod E). Choose an integer n ≥ 0 such that
ΩnZ = 0 holds in E . Then it is classical that we have an exact sequence in mod E for each i:

0→ E(−,Ωn−1X)→ E(−,Ωn−1Y )→ E(−,Ωn−1Z)→ · · ·
→ E(−,ΩX)→ E(−,ΩY )→ E(−,ΩZ)→ E(−, X)→ E(−, Y )→ E(−, Z)→Mi → 0.

Therefore it immediately follows that [M1] = [M2] holds in K0(mod E).
Let X be an indecomposable object of E . Since E is a Hom-finite R-category by Lemma

2.4.3, we have the characteristic map χX : K0(mod E)→ Z which sends F to lengthR F (X). Then
we have X ∈ suppM1 ⇔ χX [M1] 6= 0 ⇔ χX [M2] 6= 0 ⇔ X ∈ suppM2, where the support is
considered inside ind E . Thus Proposition 2.3.1 implies that M2 has finite length.

(2) Put Ni := Ker E(−, fi) for each i = 1, 2. Then we have exact sequences in mod E as in (1):

0→ Ni → E(−, X)
E(−,fi)
−−−−−→ E(−, Y )

E(−,gi)
−−−−−→ E(−, Z)→Mi → 0,

E(−,ΩY )
E(−,Ωgi)
−−−−−−→ E(−,ΩZ)→ Ni → 0.

It follows from the first exact sequence that [M1 ⊕N1] = [M1] + [N1] = [M2] + [N2] = [M2 ⊕N2]
holds in K0(mod E). We will show that N1 has finite length. By the same argument as in (1), we
have that supp(M1 ⊕N1) = supp(M2 ⊕N2) holds in ind E . Now Ω : E → E is an equivalence since
E is Frobenius, and let us denote by Ω− : E → E the quasi-inverse of Ω. Then it is easily checked
that X ∈ suppN1 ⇔ Ω−X ∈ suppM1 ⇔ X ∈ Ω(suppM1) holds for an indecomposable object
X ∈ E , hence suppN1 = Ω(suppM1). Therefore suppN1 is finite, and so is supp(M1 ⊕ N1) =
supp(M2 ⊕N2). Hence suppM2 is finite, which implies that M2 has finite length. �

For an R-order Λ with at most an isolated singularity, Proposition 2.4.14 shows that CM Λ
satisfies (CF) if either Λ has finite global dimension or Λ is a Gorenstein order. Thus we obtain
the following result on the category CM Λ.

Theorem 2.4.15. Let R be a complete Cohen-Macaulay local ring and Λ an R-order with at
most an isolated singularity. Put E := CM Λ. Then the following are equivalent.

(1) E is of finite type.
(2) E is admissible.

Assume in addition that either Λ has finite global dimension or Λ is a Gorenstein order. Then the
following are also equivalent.

(3) AR(E) = Ex(E) holds.
(4) AR(E)⊗Z Q = Ex(E)⊗Z Q holds.

Proof. This follows from Example 2.4.9 and Proposition 2.4.14. �
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Remark 2.4.16. Theorem 2.4.15 for the case Λ has finite global dimension was shown in
[AR1, Proposition 2.3], but their proof relies on higher algebraic K-theory. Also Theorem 2.4.15
generalizes [Hir] where Λ is assumed to be commutative and Gorenstein. The author does not
know whether all the conditions above are equivalent without any assumption on an R-order Λ,
even if Λ is commutative.

2.5. Finiteness of syzygies

Let R be a complete Cohen-Macaulay local ring and suppose that AR(CMR) = Ex(CMR)
holds. Although we do not know whether CMR is of finite type, it is shown in [Kob] that
ΩCMR, the category of syzygies of CMR is so. In this section, we will extend this result to a
non-commutative order.

Let E be an exact category with enough projectives. In this section, we denote by ΩE the
subcategory of E consisting of objects X such that there exists an inflation X � P in E for some
projective object P . If E is Krull-Schmidt, then so is ΩE since ΩE is closed under direct sums and
summands. The essential image of ΩE under the natural projection E � E coincides with ΩE , the
essential image of the syzygy functor Ω : E → E . We begin with the following property about ΩE ,
which is of interest in itself.

Lemma 2.5.1. Let R be a commutative noetherian ring, and let E be a Hom-noetherian idempo-
tent complete exact R-category with a projective generator P . Then the syzygy functor Ω : E → ΩE
has a fully faithful left adjoint Ω− : ΩE → E.

Proof. For each object W ∈ ΩE , take a left (addP )-approximation f : W → PW (this is
possible since E is Hom-noetherian). Since W is in ΩE , there exists an inflation f ′ : W � P ′ with
P ′ ∈ addP . Thus f ′ factors through f , which implies that f is an inflation by the idempotent
completeness of E ([Büh, Proposition 7.6]). Now we define Ω−W ∈ E by the following conflation:

0→W
f−→ PW

g−→ Ω−W → 0.

Next suppose that we have a map ϕ : W1 →W2 in ΩE . This induces the commutative diagram

0 W1 PW1 Ω−W1 0

0 W2 PW2 Ω−W2 0

f1

ϕ

g1

ψ Ω−ϕ

f2 g2

in E where both rows are conflations, since f2 ◦ϕ must factor through f1. A simple diagram chase
shows that this defines a well-defined isomorphism Ω− : E(W1,W2) → E(Ω−W1,Ω

−W2), with its
inverse induced by the syzygy functor Ω : E → ΩE . Thus we obtain a functor Ω− : ΩE → E , which
is fully faithful and satisfies ΩΩ− ∼= idΩE .

Finally we show that Ω− : ΩE → E is a left adjoint of Ω : E → ΩE . Let W be in ΩE and X in
E . Then the syzygy functor induces a morphism E(Ω−W,X)→ E(W,ΩX) by ΩΩ−W ∼= W in E .
It is easy to show that this map is bijective, by considering the following diagram

0 W PW Ω−W 0

0 ΩX PX X 0

f g

where PX is projective and f is a left addP -approximation. The details are left to the reader. �

Theorem 2.5.2. Let R be a complete noetherian local ring and E a Hom-noetherian idempo-
tent complete exact R-category with a projective generator P and AR conflations. Suppose that
AR(E)⊗Z Q = Ex(E)⊗Z Q holds. Then the following holds.

(1) For every object M in eff E, we have that suppM ∩ ind(ΩE) is finite, where the support
is considered inside ind E.

(2) Assume in addition that E has a weak cogenerator. Then ΩE is of finite type.
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Proof. Throughout this proof, supports of functors are always considered inside ind E .
(1) First recall that the stable category E is Hom-finite over R by Lemma 2.4.3. By the similar

argument as in Proposition 2.3.7, it suffices to prove the following weaker version of (CF).

(CF)Ω Let 0→ X
fi−→ Y

gi−→ Z → 0 be conflations in E for i = 1, 2 and putMi := Coker E(−, gi) ∈
eff E . If suppM1 is finite, then suppM2 ∩ ind(ΩE) is finite.

Assume the above situation and put Ni := Ker E(−, fi) for each i = 1, 2. Then we have exact
sequences in mod E for i = 1, 2, as in the proof of Proposition 2.4.14(2):

0→ Ni → E(−, X)
E(−,fi)
−−−−−→ E(−, Y )

E(−,gi)
−−−−−→ E(−, Z)→Mi → 0,

E(−,ΩY )
E(−,Ωgi)
−−−−−−→ E(−,ΩZ)→ Ni → 0.

As in the proof of Proposition 2.4.14(2), it is enough to show that suppN1 ∩ ind(ΩE) is finite.
Actually we will show that every element of suppN1 ∩ ind(ΩE) is isomorphic to ΩA for some
A ∈ suppM1, which obviously implies the desired claim.

Let W be an element of suppN1 ∩ ind(ΩE), so E(W,Ωg1) : E(W,ΩY1) → E(W,ΩZ1) is not

surjective. By Lemma 2.5.1, this is equivalent to that E(Ω−W, g1) : E(Ω−W,Y1) → E(Ω−W,Z1)

is not surjective. On the other hand, since Ω− : ΩE → E is fully faithful by Lemma 2.5.1, we have
that Ω−W is indecomposable. Thus Ω−W belongs to suppM1. Now W ∼= ΩΩ−W in E holds,
which completes the proof.

(2) Let X be a weak cogenerator of E . By (1), we have that that ind(ΩE) ∩ supp E(−, X)
is finite. Since every indecomposable object W in E should satisfy E(W,X) 6= 0, it follows that
ΩE is of finite type. Now ΩE itself is of finite type because we have a natural identification
ind(ΩE) = ind(ΩE) t ind(addP ). �

Now we apply this theorem to the category of Cohen-Macaulay modules. The obtained result
extends [Hir, Kob], where Λ was assumed to be commutative.

Corollary 2.5.3. Let R be a complete Cohen-Macaulay local ring and Λ an R-order with at
most an isolated singularity. If AR(CM Λ)⊗Z Q = Ex(CM Λ)⊗Z Q holds, then ΩCM Λ is of finite
type.

Proof. We can apply Theorem 2.5.2 to E := CM Λ since E has a weak cogenerator by Example
2.4.9. �

2.A. Some properties of the category of effaceable functors

First we show that our notion of effaceability is equivalent to that of Grothendieck (see [Gro,
p. 148] or [Wei, Exercise 2.4.5] for the standard definition).

Proposition 2.A.1. Let E be an idempotent complete exact category and M ∈ Mod E a right
E-module. Then the following are equivalent.

(1) M is in eff E.
(2) M is finitely presented, and for every W ∈ E and w ∈ M(W ), there exists a deflation

ψ : E �W in E such that (Mψ)(w) = 0.

Proof. (1) ⇒ (2): Suppose that M is in eff E and take a conflation 0 → X → Y
g−→ Z → 0

in E such that M ∼= Coker E(−, g). Denote by π : E(−, Z) � M the natural projection. Clearly
M is finitely presented. Let W ∈ E and w ∈M(W ). By the Yoneda lemma, we have a morphism
w∗ : E(−,W ) → M . By the projectivity of E(−,W ) and the Yoneda lemma, we have a map
ϕ : W → Z such that π ◦ E(−, ϕ) = w∗. Now let us take the pullback of g along ϕ:

0 X E W 0

0 X Y Z 0

ψ

ϕ

g
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Note that ψ is a deflation. This yields the following commutative diagram in Mod E :

E(−, E) E(−,W )

0 E(−, X) E(−, Y ) E(−, Z) M 0

E(−,ψ)

E(−,ϕ)
w∗

E(−,g) π

By applying these functors to E, it is straightforward to check that (Mψ)(w) = 0.
(2) ⇒ (1): Suppose that M satisfies the condition of (2). Since M is finitely presented, we

have a morphism g : Y → Z in E such that E(−, Y ) → E(−, Z) → M → 0 is exact. We have an
element z ∈M(Z) which corresponds to E(−, Z)→M by the Yoneda lemma. By the assumption,
there exists a deflation ψ : E � Z such that (Mψ)(z) = 0. The Yoneda lemma implies that the
composition E(−, E)→ E(−, Z)→M is a zero map, hence the map E(−, ψ) lifts to E(−, Y ). Thus
we have a map h : E → Y such that g ◦ h = ψ. Since ψ is a deflation, we can conclude that so is
g by the idempotent completeness of E . Therefore M is in eff E . �

Next we prove that eff E is an abelian subcategory of Mod E .

Theorem 2.A.2. Let E be an exact category. Then eff E is closed under kernels and cokernels
in Mod E. In particular, eff E is an abelian category such that the inclusion eff E → Mod E is exact.
Moreover, eff E is closed under extensions in Mod E.

Proof. Let ϕ : M1 →M2 be a morphism in eff E . For each i = 1, 2, we have the corresponding

conflations 0 → Xi
fi−→ Yi

gi−→ Zi → 0 in E satisfying Mi = Coker E(−, gi). We will show that
the image, kernel and cokernel of ϕ in Mod E are contained in eff E . Sine ϕ induces a morphism
between the projective resolutions of M1 and M2, we have the following commutative diagram in
E by the Yoneda lemma:

0 X1 Y1 Z1 0

0 X2 Y2 Z2 0

f1

a

g1

b c

f2 g2

Take the pushout E of the top conflation along a : X1 → X2. By the universal property, we obtain
the following commutative diagram

0 X1 X2 ⊕ Y1 E 0

0 X1 Y1 Z1 0

0 X2 E Z1 0

0 X2 Y2 Z2 0

0 E Y2 ⊕ Z1 Z2 0

t[−a,f1] [f,b1]

[0,1] g

f1

a

g1

b1

f g

b2 c

f2

f

g2

t[1,0]
t[b2,g] [g2,−c]

(2.A.1)

in E such that b2 ◦ b1 = b holds. It is straightforward to see that diagram (2.A.1) commutes.
Moreover, all the rows are conflations, and the top-right square and the bottom-left square are
pullback-pushout squares, see [Büh, Proposition 2.12]

By the Yoneda embedding, we obtain the following commutative diagram in Mod E corre-
sponding to (2.A.1), where all the rows are exact.
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0 E(−, X1) E(−, X2 ⊕ Y1) E(−, E) K 0

0 E(−, X1) E(−, Y1) E(−, Z1) M1 0

0 E(−, X2) E(−, E) E(−, Z1) M 0

0 E(−, X2) E(−, Y2) E(−, Z2) M2 0

0 E(−, E) E(−, Y2 ⊕ Z1) E(−, Z2) C 0

ι

ϕ1

ϕ2

π

We have that K, M and N belong to eff E . We can check that ϕ1 is surjective and ϕ2 is injective,
hence M is a image of ϕ. Moreover, one can show that ι is a kernel of ϕ1 (or equivalently, ϕ) and
π is a cokernel of ϕ2 (or equivalently ϕ). We leave the details to the reader.

For the extension-closedness of eff E , we refer the reader to [Eno2, Proposition 2.10]. �

In this paper, we often deal with the finiteness of length of effaceable E-modules. Since eff E
and Mod E are both abelian, the length of effaceable modules seems to depend on the ambient
category we adopt. This is not the case by the following.

Proposition 2.A.3. Let E be an exact category and M an object in eff E.

(1) M has finite length in eff E if and only if it does so in Mod E.
(2) Suppose that mod E is abelian. Then M has finite length in Mod E if and only if it does

so in mod E.

Moreover, the length and the composition factors of M in Mod E coincide with those in eff E and
in mod E.

This follows from the following elementary observation.

Lemma 2.A.4. Let E be an additive category and A an abelian subcategory of Mod E such that
the inclusion A → Mod E is exact. Suppose that A is closed under finitely generated submodules.
Then the following are equivalent for every object M in A.

(1) M has finite length in Mod E.
(2) M has finite length in A.

Moreover, the length and the composition factors of M in Mod E coincides with those in A.

Proof. (1) ⇒ (2): This is clear since the lattice of subobjects of M in A is a subposet of
that in Mod E .

(2)⇒ (1): It suffices to show that every simple object in A is also simple in Mod E . Let M be
a simple object in A and N a non-zero submodule of M in Mod E . By using the Yoneda lemma, it
is easily checked that there is a non-zero finitely generated submodule N ′ of N in Mod E . Since N ′

is a finitely generated submodule of M , we have that N ′ belongs to A by the assumption. Thus
N ′ = M holds by N ′ ≤M in A and N ′ 6= 0.

The remaining assertions are clear from the above proof and the Jordan-Hölder theorem. �

Proof of Proposition 2.A.3. (1) The category eff E satisfies the conditions in Lemma
2.A.4 by Propositions 2.A.2 and 2.2.4(1).

(2) Suppose that mod E is abelian. Then it is well-known that the embedding mod E → Mod E
is exact and that mod E is closed under finitely generated submodules, see [Aus1]. Thus Lemma
2.A.4 applies. �



CHAPTER 3

The Jordan-Hölder property and Grothendieck monoids of
exact categories

This chapter is based on [Eno4].
We investigate the Jordan-Hölder property (JHP) in exact categories. First we introduce

Grothendieck monoids of exact categories, and show that (JHP) holds if and only if the Grothendieck
monoid is free. Moreover, we give a criterion for this which only uses the Grothendieck group and
the number of simple objects. Next we apply these results to the representation theory of artin
algebras. For a large class of exact categories including functorially finite torsion(-free) classes,
(JHP) holds precisely when the number of indecomposable projectives is equal to that of simples.
We study torsion-free classes in a quiver of type A in detail using the combinatorics of symmet-
ric groups. In particular, we show that simples correspond to Bruhat inversions of a c-sortable
element, and give the combinatorial criterion for (JHP).

3.1. Introduction

To begin with, let us recall the Jordan-Hölder theorem for modules. This classical theorem
says that the ways in which M can be built up from simple modules are essentially unique.

Theorem (the Jordan-Hölder theorem). Let Λ be a ring and M a Λ-module of finite length.
Then any composition series of M are equivalent. In particular, composition factors of M together
with their multiplicities are uniquely determined by M .

Let us express this situation as follows: the category of Λ-modules of finite length satisfies the
Jordan-Hölder property, abbreviated by (JHP). The aim of this paper is to investigate to what
extent this property is valid for various settings, especially those arising in the representation
theory of algebras. It is known that an abelian category satisfies (JHP) if every object has finite
length (e.g. [Ste, p.92]), so the abelian case is rather trivial. In this paper, we study (JHP) in
the context of Quillen’s exact categories, which generalize abelian categories and serve as a useful
categorical framework for studying various subcategories of module categories.

As in the case of module categories, we can define a poset of admissible subobjects of an object
of an exact category, and classical notions like simple objects, composition series and (JHP) make
sense in this setting (see Section 2). Typical examples of exact categories are extension-closed
subcategories of mod Λ for an artin algebra Λ, and in this case, all objects have at least one
composition series. However, it turns out that there exist many categories which do not satisfy
(JHP), as well as those which do. Here are some examples (we refer to Section 3.8.2 for more
examples).

Example D (c.f. [BHLR, Example 6.9]). Let k be a field and define E as the category of
finite-dimensional k-vector spaces whose dimensions are not equal to 1. Then obviously E is closed
under extensions in mod k, thus an exact category, and k2 and k3 are simple objects in E . However,
we have the following two different decompositions of k6 into simples:

k3 ⊕ k3 = k6 = k2 ⊕ k2 ⊕ k2.

Thus composition series (and lengths) are not unique.

The next examples are torsion-free classes of a module category, which have been studied in
the representation theory of algebras. See Section 3.6 for the detailed explanation of this example.

21
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Example E (c.f. Example 3.6.17 (1)). Let Q be a quiver 1 → 2 ← 3 and consider the path
algebra kQ. Then the Auslander-Reiten quiver of mod kQ is given as follows:

S1

P1

I2S2

P3

S3

: E1

: E2

Consider the subcategory E1 := add{S2, P1, P3, I2, S3} of mod Λ. Then it is checked that S2, P1, S3

are simples of E1, and E1 satisfies (JHP). For example, P3 decomposes into S2 and S3, and I2
decomposes into P1 and S3.

On the other hand, consider E2 := add{S2, P1, P3, I2}. Then (JHP) fails in E2: in fact, all four
indecomposables are simple in E2, but we have two exact sequences

0→ P1 → P1 ⊕ P3 → P3 → 0 (a split sequence),

and 0→ S2 → P1 ⊕ P3 → I2 → 0 (an almost split sequence),

which implies that P1 ⊕ P3 has two different decomposition: one into P1 and P3 and the other
into S2 and I2. Thus composition factors of P1 ⊕ P3 are not unique.

To explorer (JHP), we make use of a lesser-known invariant of exact categories, Grothendieck
monoids. First let us make some observation on the Grothendieck group K0(E) of E , which is more
famous. If E satisfies (JHP), then we can easily check that K0(E) is a free abelian group, since
simple objects form a free basis of K0(E) by (JHP). Thus (JHP) implies the freeness of K0(E).
However, the converse is not true: K0(Ei) ∼= Z3 holds for i = 1, 2 in Example E but (JHP) fails
in E2. Therefore, we need a more sophisticated invariant of exact categories than Grothendieck
groups. To this purpose, we propose to study a Grothendieck monoid M(E) of an exact category
E , which is a monoid defined by the same universal property as the Grothendieck group. In the
representation theory of algebras, this monoid is closely related to the monoid of dimension vectors
of modules (see Corollary 3.5.9).

By using M(E), we obtain the following simple characterization of (JHP):

Theorem F (= Theorem 3.4.12). Let E be a skeletally small exact category. Then the fol-
lowing are equivalent:

(1) E satisfies (JHP).
(2) M(E) is a free monoid.
(3) K0(E) is a free abelian group, and the images of non-isomorphic simple objects in K0(E)

form a basis of K0(E).

By using this theorem, we obtain the following easier criterion for (JHP) which can be useful
in actual situations.

Theorem G (= Theorem 3.4.13). Let E be a skeletally small exact category. Suppose that
K0(E) is finitely generated. Then the following are equivalent:

(1) E satisfies (JHP).
(2) K0(E) is a free abelian group, and rank K0(E) is equal to the number of non-isomorphic

simple objects in E.

We apply these results to the context of the representation theory of artin algebras. In many
cases, the Grothendieck group turns out to be free of finite rank, whose rank is equal to the number
of non-isomorphic indecomposable projective objects (Proposition 3.5.8). Thus Theorem G tells
us that all we have to do to check (JHP) is to count the number of simple objects in E , and then
to compare it to that of projectives. In particular, we can give a criterion whether a functorially
finite torsion(-free) class satisfies (JHP) using the language of τ -tilting theory (Corollary 3.5.15).
As an easy application of this theorem, we show the following result on Nakayama algebras.

Corollary H (= Corollary 3.5.19). Let Λ be a Nakayama algebra. Then every torsion-free
class of mod Λ satisfies (JHP).
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Finally, we discuss simple objects in torsion-free classes of the category mod kQ for a type An
quiver Q. Torsion-free classes of mod kQ are classified in [IT, AIRT, Tho]: they are in bijection
with cQ-sortable elements in the symmetric group Sn+1. Let F(w) be the torsion-free class of
mod kQ corresponding to a cQ-sortable element w. Then it is natural to expect that we can
describe simples in F(w) and the validity of (JHP) by using the combinatorics of Sn+1. We obtain
the following result along this line.

Theorem I (= Theorem 3.6.14, Corollary 3.6.15). Let Q be a quiver of type An and w ∈ Sn+1

a cQ-sortable element. Consider the corresponding torsion-free class F(w) of mod kQ. Then we
have the following:

(1) Simple objects in F(w) are in bijection with Bruhat inversions of w.
(2) F(w) satisfies (JHP) if and only if the number of supports of w is equal to that of Bruhat

inversions of w.

Here Bruhat inversions are inversions of w which give rise to covering relations in the Bruhat
order of Sn+1 (see Definition 3.6.2). In the paper [Eno5], it is shown that this holds for other
Dynkin types (see Remark 3.6.19).

3.1.1. Organization. The content of each section is as follows. In Section 2, we study posets
of admissible subobjects of objects in exact categories, and give several basic definitions which we
use throughout this paper, such as (JHP). In the latter part of Section 2, we give some categorical
conditions which ensure that subobject posets are (modular) lattices. In Section 3, we define the
Grothendieck monoid of an exact category, and study its basic properties as a monoid. In Section
4, we give characterizations of (JHP) in terms of Grothendieck monoids or groups (Theorems F
and G).

In Section 5, we apply the general results to the representation theory of artin algebras. We
mainly consider good extension-closed subcategories of module categories (see Assumption 3.5.6),
and study (JHP) for this class of categories. In Section 6, we consider torsion-free classes of
mod kQ where Q is a quiver of type A and prove Theorem I. In Section 7, we give examples of
computations of the Grothendieck monoids. In Section 8, we collect counter-examples on various
conditions which we have investigated. In Section 9, some open problems are discussed. In
Appendix A, we collect basic properties on monoids which we need in the body part.

3.1.2. Conventions and notation. Throughout this paper, we assume that all categories
are skeletally small, that is, the isomorphism classes of objects form a set. In addition, all sub-
categories are assumed to be full and closed under isomorphisms. For a category E , we denote by
Iso E the set of all isomorphism classes of objects in E . For an object X in E , the isomorphism
class of X is denoted by [X] ∈ Iso E .

For a set of object C of an additive category E , we denote by add C the subcategory of E
consisting of direct summands of finite direct sums of objects in C.

For a Krull-Schmidt category E , we denote by ind E the set of isomorphism classes of inde-
composable objects in E . We denote by |X| the number of non-isomorphic indecomposable direct
summands of X.

By a module we always mean right modules unless otherwise stated. For a noetherian ring
Λ, we denote by mod Λ (resp. by proj Λ) the category of finitely generated right Λ-modules (resp.
finitely generated projective right Λ-modules).

As for exact categories, we use the terminologies inflations, deflations and conflations. We
refer the reader to [Büh] for the basics of exact categories. For an inflation A � X in an exact
category, we denote by X � X/A the cokernel of A� X. We say that an exact category E has a
progenerator P (resp. an injective cogenerator I) if P is projective (resp. I is injective) and every
object in E admits a deflation from a finite direct sum of P (resp. an inflation into a finite direct
sum of I). For an exact category E , we denote by P(E) (resp. I(E)) the category consisting of all
projective (resp. injective) objects in E .

Let A be an abelian category and E a subcategory of A. We say that E is extension-closed
if for every short exact sequence 0 → X → Y → Z → 0 in A, we have that Y belongs to E



24 3. (JHP) AND GROTHENDIECK MONOIDS OF EXACT CATEGORIES

whenever both X and Z belong to E . In such a case, unless otherwise stated, we regard E as an
exact category with the natural exact structure; conflations are precisely short exact sequences of
A whose terms all belong to E .

For a poset P and two elements a, b ∈ P with a ≤ b, we denote by [a, b] the interval poset
[a, b] := {x ∈ P | a ≤ x ≤ b} with the obvious partial order.

By a monoid M we mean a commutative semigroup with a unit, and we always use an
additive notation: the operation is denoted by +, and the unit of addition is always denoted by
0. A homomorphism between monoids is a map which preserves the addition and 0.

We denote by N the monoid of non-negative integers: N = {0, 1, 2, · · · } with the addition +.
For a set A, we denote by #A the cardinality of A.

3.2. Posets of admissible subobjects

To study the Jordan-Hölder property (JHP) on exact categories, one has to define what
(JHP) exactly means, which we will do in this section. The contents of this section are natural
generalizations of the corresponding ones in module categories or abelian categories.

3.2.1. Basic properties. First we collect some basic definitions on the poset of admissible
subobjects, which we use throughout this paper.

Definition 3.2.1. Let E be a skeletally small exact category and X an object of E .

• We call an inflation A� X an admissible subobject of X (c.f. [BHLR, Definition 3.1]).
We often call A an admissible subobject of X in this case.

• Two subobjects A,B of X are called equivalent if there exists an isomorphism A
∼−→ B

which makes the following diagram commutes:

A X

B

∼

We denote by P(X) the equivalence class of admissible subobjects of X. When we want
to emphasize the ambient category E , we write PE(X).
• We define a partial order on P(X) as follows: We write A ≤ B for A,B ∈ P(X) if there

exists an inflation A� B which makes the following diagram commutes:

A X

B

It is easily checked that this relation actually gives a partial order on P(X).

We remark that P(X) always has the greatest element X and the smallest element 0.

Example 3.2.2. Let A be an abelian category and E an extension-closed subcategory of A.
Then for an object X ∈ E , we have that

PE(X) = {A |A is a subobject of X in A which satisfies A,X/A ∈ E}.

Although we assume that there exists an inflation A � B in order to have A ≤ B, if E is
weakly idempotent complete, then this condition is not necessary. We refer to [Büh, Section 7] for
weakly idempotent completeness.

Lemma 3.2.3. Let E be a weakly idempotent complete exact category. Then for an object X
and A,B ∈ P(X) of X, the following are equivalent:

(1) A ≤ B holds in P(X).
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(2) There exists a morphism ϕ : A→ B which makes the following diagram commutes:

A X

B

ϕ
ι

Proof. (1) ⇒ (2): Obvious.
(2)⇒ (1): It is enough to check that ϕ is an inflation. This follows from that ιϕ is an inflation

and E is weakly idempotent complete, see [Büh, Proposition 7.6] for example. �

Example 3.2.4. Let A be an abelian category and E an extension-closed subcategory of A.
Suppose that E is closed under direct summands, that is, if A⊕B belongs to E then so do A and
B. Then E is idempotent complete, thus weakly idempotent complete. Many important exact
categories investigated in the representation theory of algebras arise in this way.

The next proposition ensures that for any interval [A,B] in P(X), we have an isomorphism of
posets [A,B] ∼= P(B/A), as in the case of abelian categories.

Proposition 3.2.5. Let E be a skeletally small exact category and X an object of E. Then
the following hold, where all the intervals are considered in P(X).

(1) For A ∈ P(X), we have an isomorphism of posets [0, A] ∼= P(A).
(2) For A ∈ P(X), we have an isomorphism of posets (−)/A : [A,X] ∼= P(X/A). Moreover,

X/B ∼= (X/A)/(B/A) holds for any B in [A,X].
(3) For A,B ∈ P(X) with A ≤ B, we have an isomorphism of posets (−)/A : [A,B] ∼=

P(B/A). Moreover, for any X1, X2 in P(X) with A ≤ X1 ≤ X2 ≤ B, we have that
X2/X1

∼= (X2/A)/(X1/A).

Proof. (1) For an element B ∈ [0, A], there exists an inflation B � A since B ≤ A holds.
Thus B ∈ P(A) holds. On the other hand, let B ∈ P(A). Then we have an inflation B � A.
Since inflations are closed under compositions, it follows that the composition B � A � X is
an inflation, hence B is an admissible subobject of X. Consequently we have B ∈ P(X), and
clearly B ∈ [0, A] holds. These assignments are easily shown to be mutually inverse isomorphisms
of posets between [0, A] and P(A).

(2) For an element B ∈ [A,X], we have inflations A� B� X. Then we obtain the following
commutative diagram

A B B/A

A X X/A

X/B X/B

in E (see [Büh, Lemma 3.5]). Thus the assignment B 7→ B/A gives a morphism of poset
(−)/A : [A,X]→ P(X/A). Moreover, by the above sequence, X/B ∼= (X/A)/(B/A) holds.

Conversely, let M � X/A be an admissible subobject of X/A. By taking the pullback of
X � X/A along M � X/A, we obtain the following diagram

A B M

A X X/A

X/B X/B
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in E where all rows and columns are conflations (see [Büh, Proposition 2.15]). Since A ≤ B holds
in P(X), the assignment M 7→ B gives a morphism of poset P(X/A) → [A,X]. These maps are
easily seen to be mutually inverse to each other.

(3) This follows from (1) and (2), since we have the following chain of isomorphisms of posets

P(A)

P(B) [0, B]

P(B/A) [A,B] [A,B]

∼=

∼= ∼=

where the middle interval is considered in P(B) and the two right intervals are considered in P(A).
The isomorphism X2/X1

∼= (X1/A)/(X2/A) is obtained by applying (2) to A ∈ P(X2). �

Now we introduce simple objects in exact categories, that is, objects which cannot be decom-
posed into smaller pieces with respect to conflations. This objects plays a central role throughout
this paper, and to determine simple objects in a given exact category is an essential (and difficult)
task when we check (JHP).

Definition 3.2.6. Let E be an exact category and X an object of X. We say that X is simple
if the poset P(X) of admissible subobjects of X has exactly two distinct elements 0 and X. This
is equivalent to that X is not zero and there exists no conflation of the form L � X � N in E
with L,N 6= 0. We denote by sim E the set of isomorphism classes of simple objects in E .

We remark that the notion of simple objects in exact categories was also defined in [BHLR,
Definition 3.2] and [BeGr, Definition 5.2].

3.2.2. Basic definitions on inflation series, composition series and (JHP). In module
categories, submodule series (a chain of submodules) serves as a basic tool when we consider
composition series and the Jordan-Hölder theorem. It is natural to introduce the corresponding
notion, inflation series, in the context of exact categories. Here are the definitions of it and related
notions, including (JHP). Note that some of the definitions were also given in [BeGr, BHLR, HR].

First recall some notions from poset theory. A chain of a poset P is a totally ordered subset
of P . A chain T of P is called maximal if there exists no chain of P which properly contains T .
A chain T is called finite if T is a finite set. Such a chain is of the form x0 < x1 < · · · < xn, and
we say that this chain has length n in this case.

Let E be a skeletally small exact category.

• For X in E , an inflation series of X is a finite sequence of inflations 0 = X0 � X1 �
· · ·� Xn = X. We often identify it with a weakly increasing sequence 0 = X0 ≤ X1 ≤
· · · ≤ Xn = X in P(X).

• We say that an inflation series 0 = X0 � X1 � · · ·� Xn = X of X is a proper inflation
series if none of Xi � Xi+1 is an isomorphism, or equivalently, X0 < X1 < · · · < Xn

holds in P(X). In this case, we say that this inflation series has length n. We often
identify proper inflation series with finite chains of P(X) which contain 0 and X.

• Let X and Y be objects in E , and let 0 = X0 � X1 � · · · � Xn = X and 0 =
Y0 � Y1 � · · ·� Ym = Y be two inflation series of X and Y respectively. Then these
inflation series are called isomorphic if m = n and there exists a permutation σ of the
set {1, 2, · · ·n} such that Xi/Xi−1 and Yσ(i)/Yσ(i)−1 are isomorphic in E for all i. In this
case, we say that X and Y have isomorphic inflation series.

• An inflation series 0 = X0 � X1 � · · ·� Xn = X of X is called a composition series
if X0 < X1 < · · · < Xn is a maximal chain in P(X), or equivalently, each quotient
Xi/Xi−1 is a simple object for all i (this follows from Proposition 3.2.5). We often
identify composition series with finite maximal chains of P(X).
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• E is called a length exact category if every object X in E , the set of lengths of proper
inflation series of X has an upper bound, or equivalently, the set of lengths of finite
chains of P(X) has an upper bound.
• A length exact category E satisfies the unique length property if any composition series

of X have the same length for every object X in E .
• A length exact category E satisfies the Jordan-Hölder property, abbreviated by (JHP), if

any composition series of X are isomorphic to each other for every object X in E .

First we prove some properties of length exact categories which easily follow from definitions.
Actually the proof only uses the general theory of posets.

Proposition 3.2.7. For a length exact category E and an object X in E, the following holds:

(1) Every chain of P(X) is finite.
(2) Composition series of X are precisely maximal chains of P(X).
(3) Every proper inflation series of X can be refined to a composition series.
(4) X has at least one composition series.

Proof. (1) Suppose that P(X) has a chain T consisting of infinitely many elements. Then by
choosing a finite subset of T , we can obtain a finite chain of P(X) with an arbitrary large length,
which is a contradiction.

(2) This follows from (1) and the definition of compositions series.
(3) Suppose that a proper chain 0 = X0 < X1 < · · · < Xn = X of P(X) is given. If this chain is

maximal, then we have nothing to do. Suppose that this is not the case. If [Xi−1, Xi] = {Xi−1, Xi}
for every i, then this chain is clearly maximal. Thus there exist some i and Y ∈ P(X) with
Xi−1 < Y < Xi. Consequently, we obtain a chain X0 < X1 < · · · < Xi−1 < Y < Xi < · · · < Xn

of P(X) with length n+ 1, which is a refinement of the original chain. By iterating this process,
we will eventually obtain a finite maximal chain, since lengths of finite chains of P(X) have an
upper bound.

(4) We may assume that X 6= 0. Then (4) follows by applying (3) to a chain 0 < X of
P(X). �

Remark 3.2.8. Let E be an exact category and suppose that for every X ∈ E there exists at
least one composition series of X. Even so, E may not be a length exact category, since lengths
of finite chains of P(X) may be arbitrary large (unfortunately the author does not know such an
example). However, if E is an abelian category (or more generally, an exact category such that
every subobject poset is a modular lattice), then E is a length exact category. This follows from
Theorem 3.2.18.

Remark 3.2.9. In the recent paper [HR], it was shown that nice exact categories, which are
pre-abelian categories satisfying the nice axiom, satisfy (JHP).

By definition, (JHP) implies the unique length property for length exact categories. For
concrete (counter-)examples concerning (JHP) and the unique length property, we refer the reader
to Section 3.8.2.

In the remaining part of this section, we give a sufficient condition for the unique length
property by using the theory of modular lattices.

3.2.3. Quasi-abelian implies lattice. Recall that a lattice L is a poset such that for every
two elements a, b ∈ L, there exist the meet a∧ b, the greatest lower bound, and the join a∨ b, the
least upper bound. In abelian categories, it is classical that the subobject poset P(X) is always a
lattice by considering sum and intersection of subobjects. However, this does not hold in general,
even if we consider pre-abelian categories (see Examples 3.8.1 and 3.8.2). In this subsection, we
will show that P(X) is a lattice when we consider torsion(-free) classes of abelian categories, or
more generally, quasi-abelian categories.

First we recall the definition of quasi-abelian categories.

Definition 3.2.10. Let E be an additive category.
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(1) E is pre-abelian if every morphism in E has a kernel and a cokernel. It is well-known that
pre-abelian category has all pullbacks and pushouts.

(2) A pre-abelian category E is quasi-abelian if the class of kernel morphisms is closed under
pushouts and the class of cokernel morphisms is closed under pullbacks.

Quasi-abelian categories in the above sense are sometimes called almost abelian [Rum1, Rum2],
or semi-abelian [Răı]. See Historical remark in [Rum3, Section 2] for the somewhat involved history
of quasi-abelian categories.

Every quasi-abelian category has the natural greatest exact structure, and we always consider
this greatest exact structure in what follows. More precisely, the following proposition holds. We
refer to [Büh, Proposition 4.4] for the proof.

Proposition 3.2.11. Let E be a quasi-abelian category. Then E has the greatest exact struc-
ture, in which conflations, inflations and deflations are precisely kernel-cokernel pairs, kernel
morphisms and cokernel morphisms respectively.

By this proposition, for an object X in a quasi-abelian category E , an inflation A � X is
nothing but a kernel morphism in E . Moreover, for two admissible subobjects ιA : A � X and
ιB : B� X, we have that A ≤ B holds in P(X) if and only if ιA factors through ιB . This follows
from Proposition 3.2.3 since every pre-abelian category is idempotent complete.

A typical example of quasi-abelian categories are torsion(-free) classes of abelian categories.

Definition 3.2.12. Let A be an abelian category.

(1) Let T and F be subcategories of A. We say that a pair (T ,F) is a torsion pair in A if
it satisfies the following conditions:
(a) A(T ,F) = 0 holds, that is, A(T, F ) = 0 holds for every T ∈ T and F ∈ F .
(b) For every object X ∈ A, there exists a short exact sequences

0→ TX → X → FX → 0

in A with TX ∈ T and FX ∈ F .
In this case, we say that T is a torsion class and F is a torsion-free class.

(2) We say that a torsion pair (T ,F) is hereditary if T is closed under subobjects in A. In
this case, we say that F is a hereditary torsion-free class.

For a torsion pair (T ,F) on an abelian category, it is easily checked that T is closed under
quotients and extensions, and that F is closed under subobjects and extensions. Hence we can
regard T and F as exact categories.

The next proposition is classical, e.g. [Rum2, Theorem 2]. For the convenience of the reader,
we give a simple proof which makes use of the exact structure.

Proposition 3.2.13. Let (T ,F) be a torsion pair in an abelian category A. Then T and F
are both quasi-abelian.

Proof. We only show that F is quasi-abelian. Since F is closed under extensions in A, we
have that F has the natural exact structure, where conflations are short exact sequences with all
terms in F . By the axiom of exact categories, inflations are closed under pushouts and deflations
are closed under pullbacks. Thus it suffices to show that E is pre-abelian, that every kernel
morphism in F is an inflation and that every cokernel morphism in F is a deflation.

First we show that every morphism has a kernel, and every kernel morphism is an inflation.
Let f : X → Y be an arbitrary morphism in F . Then we have the following commutative diagram
in A with exact rows:

0 K X Y

0 K X Im f 0.

ι f

Since F is closed under subobjects in A, we have K, Im f ∈ F . Therefore ι : K → X is a kernel of
f in F , and this is actually an inflation in F since the bottom row is a conflation in F .
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Next we show that every morphism in F has a cokernel and every cokernel morphism is a
deflation in F . Let f : X → Y be an arbitrary morphism in F and denote by C the cokernel of f
in A. Then we have the following commutative diagram in A with exact rows and columns

X

0 K Y FC 0

0 TC C FC 0

0

f

π

where TC ∈ T and FC ∈ F . Then K ∈ F holds since F is closed under subobjects, and it is
straightforward to see that π is a cokernel of f in F . It follows that the middle row is a conflation
in F and that π is actually a deflation in F . �

We omit the following lemma, which can be checked straightforwardly.

Lemma 3.2.14. Let E be an additive category and suppose that we have a commutative diagram

E W Y

0 K X Y

i′

p.b.

fg

g

i f

such that the left square is pullback and i is a kernel of f . Then i′ is a kernel of fg. In particular,
kernel morphisms are closed under pullbacks if exists.

Now we can prove that quasi-abelian implies lattice property.

Proposition 3.2.15. Let E be a quasi-abelian category with the greatest exact structure and
X an object of E. Then P(X) is a lattice.

Proof. Let A,B ∈ P(X) be two admissible subobjects of X.
We first construct the meet A∩B. Note that since E is pre-abelian, E has pullbacks. Now we

take the following pullback:

A ∩B A

B X

p.b.

Then by Lemma 3.2.14, the above morphisms A ∩B → A and A ∩B → B are kernel morphisms,
hence inflations. Thus the composition A ∩ B � A � X is an inflation, so it is an admissible
subobject of X. Hence we have A ∩ B ∈ P(X) and that A ∩ B ≤ A,B. Suppose that W ∈ P(X)
satisfies W ≤ A and W ≤ B. Then by the universal property of the pullback, we have a morphism
W → A∩B such that the composition W → A∩B� X is an inflation. Note that E is idempotent
complete because E is pre-abelian. Then Lemma 3.2.3 shows that W ≤ A ∩ B holds in P(X).
Therefore A ∩B is the meet of A and B in the poset P(X).

Next we will show the existence of the join A+B ∈ P(X). Here we shall give two constructions.
(First Construction): This construction is in fact the dual of the previous one, but we

include it here for the completeness. Since E is pre-abelian, it has pushouts. Now we take the
following pushout:

X X/A

X/B C

p.o.
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Then by the dual of Lemma 3.2.14, we have that the above morphism X/A → C is a cokernel
morphism, hence a deflation. It follows that the composition X � X/A� C is a deflation, so C
can be written as C = X/(A + B) for some A + B ∈ P(X). Now we leave it the reader to verify
that A+B is actually a join of A and B in P(X).

(Second Construction): The second construction is similar to the usual construction of the
join in abelian categories: the join A+B is obtained by taking the image of the map A⊕B → X.
Moreover, we will use this construction later to show the modular property of the lattice. To state
the construction, we use the following basic property on quasi-abelian categories.

Lemma 3.2.16 ([Büh, Proposition 4.8]). Every morphism f in a quasi-abelian category admits
a factorization f = ιp such that ι is a kernel morphism and p is an epimorphism.

Now for admissible subobjects ιA : A� X and ιB : B � Y , consider the induced morphism

[ιA, ιB ] : A⊕B → X. By the above lemma, there exist an object A+B and morphisms A⊕B p−→
A + B

ι−→ X such that [ιA, ιB ] = ιp holds, p is an epimorphism and ι is a kernel morphism. We
claim that ι : A+B� X is a join of A and B.

Clearly ιA and ιB factors through ι, so A,B ≤ A+B holds by Proposition 3.2.3. On the other
hand, suppose that ιC : C � X satisfies A,B ≤ C. Then since ιA, ιB factors through ιC , the
universal property of A⊕B yield a morphism ϕ : A⊕B → C which makes the following diagram
commutes, where the bottom row is a conflation.

A⊕B A+B

0 C X X/C 0

p

ϕ ι

ιC πC

It follows that πCιp = 0, and since p is an epimorphism, we have that πCι = 0. Thus ι factors
through ιC , so A+B ≤ C holds in P(X) by Proposition 3.2.3. �

Remark 3.2.17. Proposition 3.2.15 can be proved directly in the case of a torsion-free class,
as follows. Let (T ,F) be a torsion pair in an abelian category A and X an object of F . We give
a construction of a meet and a join of A,B ∈ PF (X).

• A meet A ∩ B is the usual meet of subobjects in an abelian category A. It suffices to
observe that A∩B is actually admissible, that is, X/(A∩B) belongs to F . We have the
following exact sequence in A:

0→ X/(A ∩B)→ X/A⊕X/B

Since F is closed under direct sums and subobjects, it follows that X/(A ∩ B) belongs
to F , that is, A ∩B is an admissible subobject of X.
• A join of A and B in PF (X) is in general different from the usual join A+B of subobjects

in an abelian category A. The problem is that A+B is not necessarily admissible, that
is, X/(A+B) may not belong to F . However, we have the following exact sequence

0→ T (X/(A+B))→ X/(A+B)→ F (X/(A+B))→ 0.

with the left term in T and the right term in F , and let us define A+B ∈ PF (X) by
the isomorphism X/(A+B) ∼= F (X/(A+B)). We leave it to the reader to check that
A+B is indeed a join of A and B in PF (X).

3.2.4. Integral quasi-abelian implies modularity and the unique length property.
It is known that a submodule lattice, or more generally, a subobject lattice in an abelian category,
is a modular lattice (see e.g. [Ste, Proposition IV.5.3]). First, let us see what modularity of
subobject lattices implies in our context.

Let us recall the definition of modularity. A lattice L is called modular if for every a, b, x in
L with a ≤ b, we have (x∨ a)∧ b = (x∧ b)∨ a. Modularity is an useful tool to study composition
series, since we have the following Jordan-Hölder theorem for modular lattices. For the proof, we
refer the reader to [Ste, Corollary 3.2, Proposition 3.3].
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Theorem 3.2.18 (The Jordan-Hölder theorem for modular lattices). Let L be a modular
lattice with the least element 0 and the greatest element 1. Suppose that L has at least one finite
maximal chain. Then the following holds:

(1) Every chain of L must be finite.
(2) Every maximal chain of L has the same length.
(3) Every chain can be refined to some maximal chain, thus the set of lengths of chains of L

has an upper bound.

Moreover, we have some kind of uniqueness of composition series: for two maximal chains
0 = x0 < x1 < · · · < xl = 1 and 0 = y0 < y1 < · · · < yl = 1, each intervals [xi−1, xi] and [yj−1, yj ]
are “isomorphic” up to permutations (isomorphic here means projective in lattice theory, see e.g.
[Ste, III. Section 2] for the detail). Actually, the Jordan-Hölder theorem for abelian categories can
be proved by using the above lattice-theoretic one (see [Ste, p.92] for example).

For exact categories, modularity of subobject lattices does not imply (JHP) in general because
“isomorphic” above may not induce an isomorphism. However, modularity clearly does imply the
unique length property, so the following is an immediate corollary of Theorem 3.2.18.

Corollary 3.2.19. Let E be an exact category. Suppose that for every object X ∈ E, the
poset P(X) is a modular lattice and that at least one composition series of X exists. Then E is a
length exact category and satisfies the unique length property.

In the rest of this section, we will show that integral quasi-abelian categories are exact cate-
gories in which this situation occurs.

Definition 3.2.20. A quasi-abelian category E is called integral quasi-abelian if the class of
epimorphisms is closed under pullbacks and the class of monomorphisms is closed under pushouts.

The typical example is a hereditary torsion-free class of abelian categories (Definition 3.2.12),
see e.g. [Rum1, Lemma 6] for the proof.

To show modularity, we need the following lemma of integral quasi-abelian categories, which
asserts that a regular morphism is an essential epimorphism:

Lemma 3.2.21. Let E be an integral quasi-abelian category. Suppose that we have morphisms

A
f−→ B

g−→ C in E which satisfy the following conditions:

(1) g is a monomorphism and an epimorphism (that is, g is regular).
(2) gf is an epimorphism.

Then f is an epimorphism.

Proof. Consider the following commutative diagram in E :

A B Coker f 0.

C W

f π

p.o.g g′

π′

Then we have π′gf = g′πf = 0, and since gf is an epimorphism, π′ = 0. Thus g′π = 0 holds. On
the other hand, since monomorphisms are stable under pushouts and g is a monomorphism, so is
g′. Therefore π = 0 holds, so f is an epimorphism. �

To prove modularity, the following criterion is quite useful.

Lemma 3.2.22 ([Ste, Proposition III.2.3]). Let L be a lattice. Then the following are equivalent:

(1) L is a modular lattice.
(2) Take any a, b ∈ L with a ≤ b, and take x, c, c′ ∈ [a, b]. Suppose that x ∨ c = b = x ∨ c′

and x ∧ c = a = x ∧ c′ hold (that is, c and c′ are complements of x in [a, b]), and that
c ≤ c′ holds. Then we have c = c′.

Proposition 3.2.23. Let E be an integral quasi-abelian category with the greatest exact struc-
ture and X an object of E. Then P(X) is a modular lattice.
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Proof. For admissible subobjects A and B of X, we denote by A∩B (resp. A+B) the meet
(resp. join) of them constructed in Proposition 3.2.15.

We make use of Lemma 3.2.22. By Proposition 3.2.5, every interval of P(X) is isomorphic to
P(Y ) for some object Y of E . Thus it suffices to show the following claim:

(Claim): Let A,B1, B2 be admissible subobjects of X. Suppose that A ∩ B1 = A ∩ B2 = 0,
A+B1 = A+B2 = X and B1 ≤ B2 hold in P(X). Then B1 = B2 holds.

(Proof of Claim). Let ιA, ιB1 and ιB2 be the inflations corresponding to A,B1 and B2 respec-
tively. By the construction of the meet given by Proposition 3.2.15, we have the following pullback
diagram for each i = 1, 2.

0 Bi

A X

p.b. ιBi

ιA

It follows that 0 → A ⊕ Bi is a kernel of [ιA, ιBi ] : A ⊕ Bi → X, so [ιA, ιBi ] is a monomorphism
for each i = 1, 2.

On the other hand, by the second construction of the join given in Proposition 3.2.15, we have
the following factorization on the join A+Bi for each i:

[ιA, ιBi ] : A⊕Bi
ri−→ A+Bi� X

such that ri is an epimorphism. Now since A+Bi = X, we have ri = [ιA, ιBi ] : A⊕Bi → X.
We have shown that ri is both a monomorphism and an epimorphism for each i. Let ι : B1 �

B2 be the inflation corresponding to B1 ≤ B2. Then we have the following commutative diagram:

A⊕B1 X

A⊕B2 X

r1

[ 1 0
0 ι ]

r2

Since r2 is a monomorphism and an epimorphism and r1 is an epimorphism, it follows that
[ 1 0
0 ι ] : A⊕B1 → A⊕B2 is an epimorphism by Lemma 3.2.21. However, [ 1 0

0 ι ] is a kernel morphism,
so it must be an isomorphism. Thus ι also is an isomorphism by the standard matrix calculation.

�

Corollary 3.2.24. Let E be an integral quasi-abelian category which is length as an exact
category (for example, a hereditary torsion-free class of length abelian category). Then E satisfies
the unique length property.

Proof. This immediately follows from Proposition 3.2.23 and Corollary 3.2.19. �

We refer the reader to Example 3.8.5 for examples which satisfy the unique length property.

3.3. Grothendieck monoid of an exact category

To an exact category E , we can associate the Grothendieck group K0(E), which is the abelian
group defined by the universal property with respect to conflations. The investigation and calcu-
lation of this group is a very classical topic in the various area of mathematics. However, much
less attention has been paid to the monoid version of the Grothendieck group, the Grothendieck
monoid M(E), which we introduce in this section.

Remark 3.3.1. Let us mention some related works on Grothendieck monoids. The notion of
Grothendieck monoids was originally introduced and investigated in [BeGr] to study Hall algebras
of exact categories. Actually there is some overlap between this paper and [BeGr], and the author
is grateful to J. Greenstein for pointing out it.

Also Brookfield studied the structure of the Grothendieck monoid of the category of finitely
generated modules over noetherian rings in [Bro1, Bro2, Bro3].
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3.3.1. Construction and basic properties of the Grothendieck monoid. Recall that
monoids are assumed to be commutative in our convention. First we give the definition of
Grothendieck monoids and study their basic properties as monoids. We refer to Appendix A
for some unexplained notions on monoids.

Definition 3.3.2. Let E be a skeletally small exact category.

(1) A map f : Iso E → M to a monoid M is said to respect conflations if it satisfies the
following conditions:
(a) f [0] = 0 holds.
(b) For every conflation

0→ X → Y → Z → 0

in E , we have that f [Y ] = f [X] + f [Z] holds in M .
(2) A Grothendieck monoid M(E) is a monoidM(E) together with a map π : Iso E →M(E)

which satisfies the following universal property:
(a) π respects conflations in E .
(b) Every map f : Iso E →M to an monoid M which respects conflations in E uniquely

factors through π, that is, there exists a unique monoid homomorphism f : M(E)→
M which satisfies f = fπ.

Iso E M

M(E)

π

f

f

By abuse of notation, we often write π[X] = [X] to represent an element in M(E).

First of all, we must show that the Grothendieck monoid actually exists.

Proposition 3.3.3. For a skeletally small exact category E, its Grothendieck monoid M(E)
exists.

Proof. Define the operation + on Iso E by [A]+ [B] := [A⊕B], then clearly Iso E is a monoid
with an additive unit [0].

Now let us define a monoid congruence ∼ on Iso E which is generated by the following relations
(see Proposition 3.A.6): For every conflation X � Y � Z in E, we impose [Y ] ∼ [X]+[Z]. Using
this, we obtain a monoid M(E) := Iso E/ ∼. Now it is clear from the construction that M(E)
enjoys the required universal property of the Grothendieck monoid. �

This construction was used to define Grothendieck monoids in [BeGr, Definition 2.6]. The
following is a more direct characterization whether [X] ∼ [Y ] holds in M(E). Note that for an
inflation series 0 = X0 � X1 � · · · � Xn = X of X, we can easily show inductively that
[X] = [X1] + [X2/X1] + · · · + [Xn/Xn−1] holds in M(E). Thus if X and Y have isomorphic
inflation series, then [X] = [Y ] holds in M(E).

Proposition 3.3.4. Let E be a skeletally small exact category and X,Y two objects of E.
Then [X] = [Y ] holds in M(E) if and only if there exist a sequence of objects X = X0, X1, · · · ,
Xm = Y in E such that Xi and Xi−1 have isomorphic inflation series for each i.

Proof. We freely use the construction of M(E) in Proposition 3.3.3. For two elements
[X], [Y ] in Iso E , we write [X] ≈ [Y ] if there exists objects X = X0, X1, · · · , Xm = Y such that Xi

and Xi−1 have isomorphic inflation series for each i. It is clear that ≈ is an equivalence relation
on Iso E , and it suffices to show that ≈ and ∼ coincides.

First we show that ≈ is a monoid congruence on Iso E . It is enough to show that for every
object A in E , if X and Y have isomorphic inflation series, then so do A ⊕ X and A ⊕ Y . Let
0 = X0 � X1 � · · · � Xn = X and 0 = Y0 � Y1 � · · · � Yn = Y be two isomorphic
inflation series. Then it is obvious that two inflation series X0 � · · · � Xn � Xn ⊕ A and
Y0 � Y1 � · · · � Yn � Yn ⊕ A are isomorphic, where the last inflations are the inclusion into
direct summands. Therefore ≈ is a monoid congruence on Iso E .
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Next we will prove that ≈ coincides with ∼. From the argument above this proposition, we
have that [X] ≈ [Y ] implies [X] ∼ [Y ] since [X] = [X0] ∼ [X1] ∼ · · · ∼ [Xm] = [Y ]. To show
the converse implication, it suffices to show that for every conflation X � Y � Z, we have that
[Y ] ≈ [X] + [Z] = [X ⊕ Z]. This is clear since we have inflation series 0 � X � Y of Y and
0� X � X ⊕ Z of X ⊕ Z which are isomorphic since Y/X ∼= Z. �

Using this description of the Grothendieck monoid, we can prove some properties of it.

Proposition 3.3.5 (c.f. [BeGr, Lemma 2.9]). Let E be a skeletally small exact category. Then
the following hold.

(1) For an object X in E, we have that [X] = 0 in M(E) if and only if X ∼= 0.
(2) M(E) is reduced.

Proof. (1) This follows from Proposition 3.3.4, since if 0 and X has isomorphic inflation
series, then clearly X ∼= 0 holds.

(2) Suppose that [X] + [Y ] = 0 holds inM(E). Then [X ⊕ Y ] = 0 holds, hence X ⊕ Y ∼= 0 by
(1). Therefore both X and Y must be isomorphic to 0 in E . Thus M(E) is reduced. �

We can prove that non-isomorphic simples in E are distinct in M(E), and in fact they are in
bijection with atoms ofM(E). This property is remarkable compared to the Grothendieck group,
since non-isomorphic simples may represent the same element in the Grothendieck group K0(E)
(see Section 3.8.3.1). We refer the reader to Definition 3.A.8 for the notion of atoms in monoids.

Proposition 3.3.6 (c.f. [BeGr, Lemma 5.3]). Let E be a skeletally small exact category. Then
the following hold.

(1) Let S and X be two objects in E. Suppose that [S] = [X] holds in M(E) and that S is
simple. Then S ∼= X holds in E.

(2) Let S1 and S2 be two simple objects in E. Then [S1] = [S2] holds in M(E) if and only if
S1
∼= S2 holds in E.

(3) The assignment S 7→ [S] from Ob E to M(E) induces a bijection sim E '−→ AtomM(E).

Proof. (1) Suppose that S and X have isomorphic inflation series for X ∈ E and a simple
object S in E . Then it is clear that S ∼= X holds, since possible inflation series of S is of the form
0� · · ·� 0� S = · · · = S. Now the assertion of (1) inductively follows from Proposition 3.3.4.

(2) This is a special case of (1).
(3) We first show that [S] is an atom in the monoid M(E). Suppose that [S] = [X] + [Y ].

Then we have that [S] = [X ⊕ Y ], so (1) implies that S ∼= X ⊕ Y . Since simple objects are
indecomposable, it follows that X ∼= 0 or Y ∼= 0 holds, that is, [X] = 0 or [Y ] = 0. Therefore [S]
is an atom.

Conversely, suppose that X is not simple. We may assume that X 6= 0, so we have a non-
trivial conflation X1 � X � X2 with X1, X2 6= 0. Then [X] = [X1] + [X2] holds in M(E) and
we have [X1], [X2] 6= 0 by Proposition 3.3.5. Thus [X] is not an atom.

Now we have proved that atoms in M(E) are precisely elements which come from simple
objects. Then the remaining claim follows immediately from (2). �

For later use, we show another necessary condition for [X] = [Y ] in M(E). Recall that a
subcategory D of an exact category E is called Serre if for any conflation 0 → X → Y → Z → 0
in E , we have that Y ∈ D holds if and only if both X ∈ D and Z ∈ D hold.

Proposition 3.3.7. Let E be a skeletally small exact category and X,Y two objects of E.
Suppose that X belongs to a Serre subcategory D of E and that [X] = [Y ] holds in M(E). Then Y
also belongs to D.

Proof. By Proposition 3.3.4, it suffices to show the assertion when X and Y have isomorphic
inflation series. Take inflation series 0 = X0 � X1 � · · ·� Xn = X and 0 = Y0 � Y1 � · · ·�
Yn = Y and a permutation σ of {1, · · · , n} such that Xi/Xi−1

∼= Yσ(i)/Yσ(i)−1 for each i. Since
X ∈ D and D is closed under subquotients, Xi/Xi−1 belongs to D, thus so does Yi/Yi−1 for each
i. Therefore, it inductively follows that Y ∈ D holds, since D is extension-closed and Y can be
obtained from Yi/Yi−1’s by extensions. �
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3.3.2. Grothendieck monoid and positive part of Grothendieck group. The Grothendieck
group of an exact category is a classical invariant, which is defined by the similar universal property
as the Grothendieck monoid. In this section, we will recall the Grothendieck group and discuss
its relation to the Grothendieck monoid.

Definition 3.3.8. Let E be a skeletally small exact category.

(1) A map f : Iso E → G to an abelian group G is said to respect conflations if it satisfies
f [Y ] = f [X] + f [Z] in G for every conflation X � Y � Z in E .

(2) A Grothendieck group K0(E) of an exact category E is an abelian group K0(E) together
with a map π : Iso E → K0(E) which satisfies the following universal property:
(a) π respects conflations in E .
(b) Every map f : Iso E → G to an abelian group G which respects conflations in E

uniquely factors through π, that is, there exists a unique group homomorphism
f : K0(E)→ G which satisfies f = fπ.

Iso E G

K0(E)

π

f

f

By abuse of notation, we often write π[X] = [X] to represent an element of K0(E).

By the defining properties of the Grothendieck monoid and the Grothendieck group, it is
clear that the latter is obtained from the former by taking the group completion, as the following
proposition claims. We refer the reader to Appendix A for this notion.

Proposition 3.3.9. Let E be a skeletally small exact category. Then the Grothendieck group
K0(E) exists, and it is realized as the group completion gpM(E) of the Grothendieck monoidM(E).

In what follows, we always identify gpM(E) with K0(E) and we denote by ι : M(E)→ K0(E)
the natural map which satisfies ι[X] = [X] for every X in E .

Definition 3.3.10. Let E be a skeletally small exact category. We denote by K+
0 (E) the image

of the natural map ι : M(E)→ K0(E), that is, K+
0 (E) := {[X] |X ∈ E}. We call K+

0 (E) the positive
part of the Grothendieck group.

It follows from Proposition 3.A.15 that ι : M(E)→ K0(E) induces an isomorphism of monoids
M(E)can ∼= K+

0 (E), whereM(E)can is the largest cancellative quotient ofM(E). Thus the positive
part has lost information on non-cancellative part compared to the Grothendieck monoid. Even
so, K+

0 (E) is a more sophisticated invariant of E than K0(E). Note that we have many examples
in which the Grothendieck monoids are not cancellative, see Section 3.8.3.

We shall see later in Corollary 3.5.9 that for a large class of exact categories E arising in the
representation theory of artin algebras, including functorially finite torsion(-free) classes, we can
identify K+

0 (E) with the monoid of dimension vectors of modules in E .

3.4. Characterization of (JHP)

In this section, We will show the basic relationship between structures of exact categories and
combinatorial properties of the Grothendieck monoids.

3.4.1. Length-like functions and length exact categories. First we will introduce an
analogue of dimension or length of modules, which characterizes length exact categories.

Definition 3.4.1. Let E be a skeletally small exact category. We say that a map ν : Iso E → N
is a weakly length-like function if it satisfies the following conditions:

(1) For every conflation X � Y � Z in E , we have ν[Y ] ≥ ν[X] + ν[Z].
(2) ν[X] = 0 implies X ∼= 0 for every X ∈ E .

We say that ν is a length-like function if it satisfies (2) and the following:

(1′) For every conflation X � Y � Z in E , we have ν[Y ] = ν[X] + ν[Z].
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Remark 3.4.2. Obviously, a length-like function is weakly length-like. It is clear that we can
identify a length-like function with a length-like function on the monoid M(E) by Proposition
3.3.5 (1), see Definition 3.A.16.

Note that (weakly) length-like functions are far from being unique (for example, any positive
multiple of a length-like function is a length-like function).

A weakly length-like function gives an upper bound for all possible lengths of X, as follows.

Lemma 3.4.3. Let E be a skeletally small exact category with a weakly length-like function
ν. For every X ∈ E and proper inflation series 0 = X0 < X1 < · · · < Xn = X of X, we have
n ≤ ν[X]. In particular, E is a length exact category.

Proof. Since ν is weakly length-like, we have inductively

ν[X] ≥ ν[X1] + ν[X/X1]

≥ ν[X1] + ν[X2/X1] + ν[X/X2]

· · ·

≥
n∑
i=1

ν[Xi/Xi−1].

Since Xi−1 6= Xi for each i, we have Xi/Xi−1 6= 0. Therefore ν[Xi/Xi−1] > 0, hence ν[Xi/Xi−1] ≥
1, since ν is weakly length-like. It follows that ν[X] ≥ n.

This means that the set of lengths of finite chains of P(X) has an upper bound ν[X] for every
X ∈ E , thus E is a length exact category. �

Actually, the existence of a weakly length-like function is equivalent to the length-ness:

Theorem 3.4.4. Let E be a skeletally small exact category. Then the following are equivalent:

(1) E has a weakly length-like function.
(2) E is a length exact category.

Proof. (1) ⇒ (2): This is Lemma 3.4.3.
(2) ⇒ (1): For an object X ∈ E , the lengths of chains of P(X) has an upper bound, thus we

can define ν[X] by the following:

ν[X] := max{ l | there exists a chain of P(X) of length l }.
We will show that ν : Iso E → N is a weakly length-like function. If ν[X] = 0, then X ∼= 0 holds
since otherwise we have a chain 0 < X of length one.

Suppose that we have a conflation X � Y � Z in E and put n := ν[X] and m := ν[Z].
We have chains 0 = X0 < X1 < · · · < Xn = X of P(X) and 0 = Z0 < Z1 < · · · < Zm = Z
of P(Z). By Proposition 3.2.5, we have an isomorphism of posets [X,Y ] ∼= P(Z), so we have a
chain X = Z0 < Z1 < · · · < Zm = Y of P(Y ) which corresponds to Zi’s. Thus we obtain a chain
0 = X0 < · · · < Xn(= X = Z0) < Z1 < · · · < Zm = Y of length m + n. Therefore ν[Y ] ≥ m + n
follows by the definition of ν[Y ]. �

Remark 3.4.5. The weakly length-like function constructed in the proof of (2) ⇒ (1) is the
same as the length given in [BHLR, Section 6].

Using this theorem, we obtain numerous examples of length exact categories.

Example 3.4.6. The typical example in the representation theory of artin algebra is given
as follows. Let Λ be an artin algebra and E an extension-closed subcategory of mod Λ. The
assignment X 7→ l(X), where l(X) denotes the (usual) length of X as a Λ-module, gives a length-
like function on E . It is clear that the same argument holds for any extension-closed subcategory
of a length abelian category.

Remark 3.4.7. It can be showed that the category of maximal Cohen-Macaulay modules
CMR over a commutative Cohen-Macaulay ring R (or more generally, CM Λ for an R-order Λ)
has a length-like function. It is an interesting problem to investigate when these categories satisfy
(JHP).
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The following gives the criterion for the Grothendieck monoid to be finitely generated.

Proposition 3.4.8. Let E be a skeletally small exact category. Suppose that E is a length
exact category. Then M(E) is atomic, and the following are equivalent:

(1) sim E is a finite set.
(2) AtomM(E) is a finite set.
(3) M(E) is a finitely generated.

Proof. Since E is a length exact category, each object X of E admits a composition series
0 = X0 � X1 � · · ·� Xn, and Xi/Xi−1 is simple for each i. It follows that [X] = [X1/X0] +
[X2/X1] + · · ·+ [Xn/Xn−1] holds in M(E), and Proposition 3.3.6 implies that each [Xi/Xi−1] is
an atom in M(E). Thus M(E) is atomic.

Proposition 3.3.6 shows that (1) is equivalent to (2). On the other hand, Proposition 3.A.9
(2) shows that (2) is equivalent to (3). �

3.4.2. Freeness of monoids and (JHP). Now we can prove the characterization of (JHP)
in terms of its Grothendieck monoid.

Theorem 3.4.9. Let E be a skeletally small exact category. Then the following are equivalent:

(1) E is a length exact category and satisfies (JHP).
(2) M(E) is a free monoid, or equivalently, a factorial monoid.

In this case, M(E) is a free monoid with basis AtomM(E) = {[S] |S ∈ sim E}, and K0(E) is a free
abelian group with basis {[S] |S ∈ sim E}.

Proof. Recall that we have an equality AtomM(E) = {[S] |S ∈ sim E} by Proposition 3.3.6.
Also note that the conditions in (2) are equivalent by Proposition 3.A.9 (5) and Proposition 3.3.5.

(1)⇒ (2): Let us denote by F the free monoid with basis AtomM(E). Then we have a natural
monoid morphism ϕ : F →M(E) defined by ϕ[S] = [S] for [S] in AtomM(E). We shall construct
the inverse of this map.

For [X] in Iso E , take a composition series 0 = X0 < X1 < · · · < Xn = X of X. Define the
map Iso E → F by [X] 7→ [X1/X0] + [X2/X1] + · · ·+ [Xi/Xi−1] ∈ F . This map does not depend
on the choice of composition series by (JHP). We show that this map respects conflations in E .

Suppose that we have a conflation X � Y � Z in E and that we have composition series
0 = X0 < X1 < · · · < Xn = X in P(X) and 0 = Z0 < Z1 < · · · < Zm = Z in P(Z). By
Proposition 3.2.5 (2), we have an isomorphism of posets [X,Y ] ∼= P(Z), so we have a chain
X = Z0 < Z1 < · · · < Zm = Y in P(Y ) which corresponds to the chosen composition series of
Z. For each i, we have Zi/Zi−1

∼= Zi/Zi−1 by Proposition 3.2.5 (2), so Zi/Zi−1 is simple. Thus
0 = X0 < · · · < Xn(= X = Z0) < Z1 < · · · < Zm = Y is a composition series of Y . Now it is
obvious that the map Iso E → F constructed above respects conflations. Thus we obtain a monoid
homomorphism ψ : M(E)→ F .

We claim that ϕ and ψ are mutually inverse to each other.
(ψϕ = idF ): Since F is generated by [S] with S ∈ sim E , it suffices to show that ψϕ[S] = [S]

holds. This is obvious since ϕ[S] = [S], and S has the composition series 0 < S.
(ϕψ = idM(E)): Let X be an object in E with a composition series 0 = X0 < X1 < · · · <

Xn = X. Then ϕψ[X] = [X1/X0] + [X2/X1] + · · ·+ [Xn/Xn−1]. On the other hand, inductively
we have [X] = [X1/X0] + [X2/X1] + · · ·+ [Xn/Xn−1] in M(E), thus ϕψ[X] = [X] holds.

(2) ⇒ (1): First we show that E is a length exact category. By Lemma 3.A.18, we have that
M(E) has a length-like function. Thus E has a length-like function, therefore it is a length exact
category by Proposition 3.4.4.

Next we will show that E satisfies (JHP). Let X be an object of E and let 0 = X0 < X1 <
· · · < Xm = X and 0 = Y0 < Y1 < · · · < Yn = X be two composition series of X. Then we have

[X] = [X1/X0] + [X2/X1] + · · ·+ [Xm/Xm−1] = [Y1/Y0] + [Y2/Y1] + · · ·+ [Yn/Yn−1]

in M(E), where [Xi/Xi−1] and [Yj/Yj−1] belong to AtomM(E) for each i. Then since M(E) is
free on AtomM(E) by Proposition 3.A.9 (3), it follows that m = n holds, and that there exists
a permutation σ of the set {1, 2, · · · , n} such that [Xi/Xi−1] = [Yσ(i)/Yσ(i)−1] holds in M(E)
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for each i. This implies that Xi/Xi−1
∼= Yσ(i)/Yσ(i)−1 by Proposition 3.3.6 (2). Thus these two

composition series are isomorphic.
The remaining assertions follow from Proposition 3.A.9 (3) and Example 3.A.11. �

The most classical example in which (JHP) holds is, as stated in the introduction, a length
abelian category. Recall that an abelian category is called length if every object has a composition
series, which implies that it is length as an exact category (see Remark 3.2.8).

Corollary 3.4.10. Let A be a length abelian category. Then M(A) is a free monoid with
basis {[S] |S ∈ simA}. In particular, K0(A) is a free abelian group with the same basis.

Proof. This follows from Theorem 3.4.9 and the Jordan-Hölder theorem for length abelian
categories (see e.g. [Ste, p.92]). �

3.4.3. Grothendieck groups and (JHP). We have shown that (JHP) can be checked by
the freeness of the Grothendieck monoid, but the computation of it is rather hard. In this subsec-
tion, we give a criterion for (JHP) in terms of the Grothendieck group, which is easier to compute
than the Grothendieck monoid. All contents of this subsection is just a formal consequence of the
general theory of monoids, that is, the general criterion for a given monoid to be free (Theorem
3.A.20 and Corollary 3.A.21).

Before we state this, we will make an inequality concerning the Grothendieck groups.

Proposition 3.4.11. Let E be a skeletally small length exact category. Suppose that K0(E) is
a free abelian group. Then the following inequality holds:

rank K0(E) ≤ # AtomM(E) = # sim E .

Proof. This follows from the corresponding statement on monoids, Proposition 3.A.19. �

Now let us state our main characterizations of (JHP) in terms of the Grothendieck group.

Theorem 3.4.12. Let E be a skeletally small exact category. Then the following are equivalent:

(1) E is a length exact category and satisfies (JHP).
(2) M(E) is free.
(3) E is a length exact category, and K0(E) is a free abelian group of basis {[S] |S ∈ sim E}.
(4) E is a length exact category, and all elements [S] ∈ K0(E) with S ∈ sim E are linearly

independent over Z in K0(E).

Proof. This immediately follows from Theorems 3.4.9 and 3.A.20 once we observe the fol-
lowing:

• AtomM(E) = {[S] |S ∈ sim E} holds (Proposition 3.3.6).
• E has a length-like function if and only if M(E) has a length-like function (Definition

3.4.1).
• M(E) is reduced (Proposition 3.3.5).
• If E is a length exact category, then M(E) is atomic (Proposition 3.4.8).

�

If the Grothendieck group is known to be free of finite rank, then we have a more convenient
characterization: we only have to count the number of simples and compare it to the rank.

Theorem 3.4.13. Let E be a skeletally small exact category. Then the following are equivalent:

(1) E is a length exact category satisfying (JHP) and # sim E is finite.
(2) M(E) is free and # sim E is finite.
(3) M(E) is a finitely generated free monoid.
(4) E is a length exact category, # sim E is finite and K0(E) is a free abelian group with basis
{[S] |S ∈ sim E}.

(5) The following conditions hold:
(a) E is a length exact category.
(b) K0(E) is a free abelian group of finite rank.
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(c) # sim E = rank K0(E) holds.

Proof. This immediately follows from Theorems 3.4.9 and 3.A.20, as in the proof of Theorem
3.4.12. �

This characterization has lots of applications later, since Grothendieck groups of various exact
categories arising in the representation theory of algebras are turned out to be free of finite rank
(see Proposition 3.5.12).

3.4.4. Half-factoriality of monoids and the unique length property. In this sub-
section, we will give a characterization of the unique length property in terms of Grothendieck
monoids. As we have seen in Theorem 3.4.9, (JHP) corresponds to freeness, or equivalently, fac-
toriality of monoids. We will see that the unique length property corresponds to half-factoriality.
This is natural since both two properties are about the uniqueness of length of factorizations. We
refer the reader to Definition 3.A.8 for the notion of half-factorial monoids.

Theorem 3.4.14. Let E be a skeletally small exact category. Then the following are equivalent:

(1) E is a length exact category and satisfies the unique length property.
(2) E has a length-like function l satisfying l[S] = 1 for every simple object S in E.
(3) M(E) is half-factorial.

Proof. The proof is similar to that of Theorem 3.4.9, and actually is easier.
(1) ⇒ (2): We will construct a length-like function l : Iso E → N. Let X be an object of

E . Since E satisfies the unique length property, X has at least one composition series, and every
composition series of X has the same length n. We define l[X] := n. Then l is a length-like
function by the similar argument to the proof of Theorem 3.4.4. Moreover, clearly l[S] = 1 holds
for every simple object S in E .

(2) ⇔ (3): By Remark 3.4.2, we can identify a length-like function on E with that of M(E).
Moreover, we have an equality AtomM(E) = {[S] |S ∈ sim E} by Proposition 3.3.6. Thus this
equivalence follows from Lemma 3.A.18.

(2)⇒ (1): By Proposition 3.4.4, our category E is a length exact category. Let X be an object
of E . Then it is easily checked that the length of any composition series of X is equal to l[X].
Thus E satisfies the unique length property. �

3.5. (JHP) for extension-closed subcategories of module categories

In this section, we investigate (JHP) for extension-closed subcategories of module categories
of artin algebras. In the rest of this paper, we fix a commutative artinian ring R. An R-algebra
Λ is called an artin R-algebra if Λ is finitely generated as an R-module. We often omit the base
ring R and call Λ an artin algebra. For an artin R-algebra Λ, we denote by D : mod Λ→ mod Λop

the standard Matlis duality.

3.5.1. Basic properties on Grothendieck monoids. First we collect some basic prop-
erties on the Grothendieck monoid, which immediately follows from the general observations we
have made. In particular, our exact category always becomes a length exact category.

Proposition 3.5.1. Let Λ be an artin algebra and E an extension-closed subcategory of mod Λ.
Then the following hold.

(1) The assignment X 7→ l(X), where l(X) denotes the usual length of X as a Λ-module,
induces a length-like function on E.

(2) E is a length exact category.
(3) M(E) is atomic.
(4) M(E) is finitely generated if and only if sim E is a finite set.

Proof. These follow from Example 3.4.6 (1), Theorem 3.4.4 and Proposition 3.4.8. �

The simplest example is E = mod Λ, and we can computeM(mod Λ) and K0(mod Λ) as follows.
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Proposition 3.5.2. Let Λ be an artin algebra, and let S1, · · · , Sn be a complete set of simple
right Λ-modules up to isomorphism. ThenM(mod Λ) is a free monoid with basis [S1], · · · , [Sn]. In
particular, K0(mod Λ) is a free abelian group with the same basis. Moreover, |Λ| = # indP(mod Λ) =
# sim(mod Λ) = n holds.

Proof. All the assertions except the last follow form Corollary 3.4.10. The last one holds
because there is a bijection between non-isomorphic indecomposable projective Λ-modules and
non-isomorphic simple Λ-modules. �

By this, the Grothendieck group K0(mod Λ) is often identified with Zn, where n is the number
of simple Λ-modules. This is what is usually called the dimension vectors of modules.

Definition 3.5.3. Let Λ be an artin algebra, and fix a complete set of non-isomorphic simple
Λ-modules {[S1], · · · , [Sn]}. Then we denote by dim: mod Λ→ Zn the assignment which sends X
to (a1, · · · , an), where ai is the Jordan-Hölder multiplicity of Si in X. This induces an isomorphism

K0(mod Λ)
∼−→ Zn. For a Λ-module X, we call dimX the dimension vector of X.

A typical example of extension-closed subcategories is an Ext-perpendicular category with
respect to a given module.

Definition 3.5.4. Let Λ be an artin algebra and U ∈ mod Λ a Λ-module. We denote by ⊥U
the subcategory of mod Λ which consists of X ∈ mod Λ such that Ext>0

Λ (X,U) = 0 holds, that is,

ExtiΛ(X,U) = 0 for all i > 0.

Note that ⊥U is an extension-closed subcategory of mod Λ, and we always regard it as an
exact category from now on. Exact categories arising in this way have nice homological properties
as follows. These can be checked directly, so we omit the proofs.

Proposition 3.5.5. Let Λ be an artin algebra and U ∈ mod Λ a Λ-module, and put E := ⊥U .
Then the following hold.

(1) For any short exact sequence 0 → X → Y → Z → 0 in mod Λ, if Y and Z belong to E,
then so does X.

(2) E is closed under direct summands, thus it is idempotent complete.
(3) proj Λ ⊂ E holds.
(4) E is an exact category with a progenerator Λ.

3.5.2. Ext-perpendicular categories of modules with finite injective dimension. To
check whether (JHP) holds or not, it is easier to deal with the case where the Grothendieck group
is free of finite rank, since we can use Theorem 3.4.13. Let us introduce an assumption which
ensures this.

Assumption 3.5.6. There exists an artin algebra Λ and a Λ-module U ∈ mod Λ with finite
injective dimension such that E is exact equivalent to ⊥U .

We give examples of such E later in Example 3.5.13.

Lemma 3.5.7. Let E, Λ and U be as in Assumption 3.5.6. Then the following hold.

(1) Put n := id(UΛ). For every module X ∈ mod Λ, there exists an exact sequence

0→ ΩnX → Pn−1 → · · · → P1 → P0 → X → 0 (3.5.1)

in mod Λ such that each Pi is finitely generated projective and ΩnX belongs to E.
(2) The natural inclusion E ↪→ mod Λ induces an isomorphism of the Grothendieck groups

K0(E)
∼−→ K0(mod Λ).

Proof. (1) By taking a projective resolution of X, obviously there exists a short exact se-
quence of the form (3.5.1) such that each Pi is finitely generated projective. Thus it suffices to
show that ΩnX ∈ ⊥U . This is because Ext>0

Λ (ΩnX,U) = Ext>nΛ (X,U) = 0 since idU = n.
(2) This follows from (1) and Quillen’s Resolution Theorem [Qui, §4] on algebraic K-theory.

We give an elementary proof here, which is similar as given in [Yos, Lemma 13.2].
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We shall construct the inverse of the natural homomorphism K0(E) → K0(mod Λ). For a
module X ∈ mod Λ, take an exact sequence of the form (3.5.1). Then consider the assignment
X 7→

∑
0≤i<n(−1)i[Pi] + (−1)n[ΩnX]. This assignment does not depend on the choice of exact

sequences of the form (3.5.1) by the Schanuel lemma, and it respects short exact sequences by the
Horseshoe lemma. Thus we obtain the map K0(mod Λ)→ K0(E). This is the desired inverse, and
we leave it the reader to check the details. �

To sum up, our exact category has the following nice properties.

Proposition 3.5.8. Let E be as in Assumption 3.5.6. Then the following hold.

(1) E is a length exact category with a progenerator.
(2) K0(E) is free of finite rank.
(3) rank K0(E) = # indP(E) = |P | holds, where P is a progenerator of E.

Proof. (1) follows from Propositions 3.5.1 (2) and 3.5.5 (4). (2) and (3) follows directly from
Lemma 3.5.7 and Proposition 3.5.2. �

In this situation, the positive part of the Grothendieck group of E can be identified with the
set of dimension vectors of modules which belong to E .

Corollary 3.5.9. Let Λ and E be as in Assumption 3.5.6, and fix a complete set of simple
Λ-modules {[S1], · · · , [Sn]}. Then the natural map M(E)→ K0(E)→ K0(mod Λ) ∼= Zn induces an
isomorphism of monoids between M(E)can and the monoid of dimension vectors of modules in E:

dim E = { dimX | X ∈ E } ⊂ Nn.

Proof. This is immediate from Proposition 3.A.15, the definition of K+
0 (E), an isomorphism

K0(E)
∼−→ K0(mod Λ) shown in Proposition 3.5.5 and the definition of the dimension vector. �

Now our previous characterization of (JHP) has rather simple consequence in this situation.

Theorem 3.5.10. Let E be an exact category which satisfies Assumption 3.5.6. Then E sat-
isfies (JHP) if and only if # sim E = # indP(E) holds, that is, the number of non-isomorphic
simples in E is equal to that of non-isomorphic indecomposable projectives in E.

Proof. Immediately follow from Proposition 3.5.8 and Theorem 3.4.13. �

Actually most exact categories which have been investigated in the representation theory of
artin algebras satisfy Assumption 3.5.6. Among them, those arising from cotilting modules have
been attracted an attention.

Definition 3.5.11. Let Λ be an artin algebra. We say that a Λ-module U ∈ mod Λ is cotilting
if it satisfies the following conditions:

(1) The injective dimension of U is finite.
(2) Ext>0

Λ (U,U) = 0 holds.
(3) There exists an exact sequence

0→ Un → · · · → U1 → U0 → DΛ→ 0

in mod Λ for some n such that Ui ∈ addU for each i.

The simplest example of cotilting modules is DΛ. In this case, the perpendicular category
⊥(DΛ) coincides with the module category mod Λ. For a general cotilting module, although ⊥U
is not abelian, it has nice properties.

Proposition 3.5.12. Let Λ be an artin algebra and U a cotilting Λ-module. Put E := ⊥U .
Then the following hold:

(1) E has a progenerator Λ and an injective cogenerator U .
(2) K0(E) is a free abelian group of finite rank.
(3) rank K0(E) = # indP(E) = # ind I(E) holds.



42 3. (JHP) AND GROTHENDIECK MONOIDS OF EXACT CATEGORIES

Proof. (1) By Proposition 3.5.5, the exact category E has a progenerator Λ. We refer to
[AR2, Theorem 5.4] for the proof of the fact that U is an injective cogenerator of E .

(2) This follows from Propositions 3.5.5 and 3.5.2.
(3) By Propositions 3.5.5 and 3.5.2, we only have to show that # ind I(E) = |U | is equal to

# indP(E) = |Λ|. This follows from tilting theory, e.g. [Hap]. �

In particular, it says the number of indecomposable projectives and injectives in E coincide.
In the case of mod Λ, this number is also equal to the number of simples. Thus Theorem 3.5.10
says that the violation of this coincidence is nothing but an obstruction for (JHP).

Example 3.5.13. The following exact categories E satisfy Assumption 3.5.6, hence Theorem
3.5.10 holds for them.

(1) E := ⊥U for a cotilting Λ-module U over an artin algebra Λ. Note that # indP(E) =
# ind I(E) holds in this case, by Proposition 3.5.12.

(2) E = GP Λ for an Iwanaga-Gorenstein artin algebra Λ. Here Λ is called Iwanaga-
Gorenstein if id ΛΛ and id ΛΛ are both finite, and in this case, we denote by GP Λ the
category ⊥Λ, called the category of Gorenstein-projective modules.

(3) Functorially finite torsion-classes and torsion-free classes of mod Λ for an artin algebra
Λ. This classes of categories has been attracted an attention, since τ -tilting theory gives
a powerful combinatorial tool to investigate them, e.g. [AIR].

Proof. (1) and (2) follow from definition. (3) is well-known to experts (e.g. see [Iya, Propo-
sition 1.2.1]), but we give a sketch here for the convenience of the reader.

We show that a functorially finite torsion-free class F is a special case of (1). By factoring out
the annihilator, we may assume that F is faithful torsion-free class of Λ, that is, the intersection
of annihilators of modules in F is zero. Then it can be shown that ΛΛ ∈ F holds. The well-known
characterizations on classical (co)-tilting modules tells us that F = ⊥U holds for a cotilting module
U with idU ≤ 1 (see e.g. [ASS, Theorem VI.6.5]).

For a functorially finite torsion class T , the similar argument shows that T comes from the
classical tilting module. Now the Brenner-Butler theorem ([ASS, Theorem VI.3.8]) tells us that T
is exact equivalent to the torsion-free class over another algebra which is induced by some classical
cotilting module. Thus T is also a special case of (1). �

For those familiar with τ -tilting theory, we will state a consequence of our result in τ -tilting-
theoretical language. We omit the related definitions and notation, see [AIR] for the detail.

Corollary 3.5.14. Let Λ be an artin algebra and F = SubU a functorially finite torsion-free
class of mod Λ where U is a support τ−-tilting module. Then the following are equivalent:

(1) F satisfies (JHP).
(2) The number of non-isomorphic simple objects is equal to |U |.

Dually we obtain the τ -tilting and torsion-class version:

Corollary 3.5.15. Let Λ be an artin algebra and T = FacT a functorially finite torsion
class of mod Λ where T is a support τ -tilting module. Then the following are equivalent:

(1) F satisfies (JHP).
(2) The number of non-isomorphic simple objects is equal to |T |.

In the case of functorially finite torsion-free classes, we obtain the following finiteness result
on the positive coneM(F)can ∼= K+

0 (F). Note thatM(F) itself is not in general finitely generated
(see Section 3.8.3.1 for example).

Proposition 3.5.16. Let Λ be an artin algebra and F a torsion-free class of mod Λ such that F
is the smallest torsion-free class which contains some Λ-module U (for example, F is functorially
finite). Then K+

0 (F) is isomorphic to a finitely generated submonoid of Nn for some n.

Proof. This follows from the following fact: F is described as the category of modules which
have finite filtrations such that each successive quotient is a submodule of U (see [MS, Lemma
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3.1]). It follows thatM(F) is generated by {[V ] |V is a submodule of U}. By Corollary 3.5.9, we
may identify K+

0 (F) with the monoid of dimension vectors of modules in F , which is generated by
the set of dimension vectors of submodules of U . This set is obviously finite, so K+

0 (F) is finitely
generated. �

3.5.3. Torsion-free classes over Nakayama algebras. In this subsection, we investigate
torsion-free classes over Nakayama algebras, and show that any such categories satisfy (JHP).

First we recall the notion of Nakayama algebras. For an artin algebra Λ, we say that a
Λ-module M is uniserial if the set of submodules of M is totally ordered by inclusion. An
artin algebra Λ is called Nakayama if every indecomposable right and left projective Λ-module
is uniserial. We will use the following description of indecomposable modules over Nakayama
algebras (see e.g. [ASS, Chapter V] or [ARS, Section VI.2] for the detail).

Proposition 3.5.17. Let Λ be a Nakayama algebra. Then the following hold.

(1) Every indecomposable modules in mod Λ is uniserial.
(2) M ∈ ind(mod Λ) is uniquely determined by the following data:

(a) The simple module S := topM = M/ radM .
(b) m := l(M), the length of M as a Λ-module.

In particular, Λ is of finite representation type. We denote this module by S(m).
(3) If two indecomposable modules M and N in mod Λ satisfy topM ∼= topN and l(M) ≥

l(N), then there exists a surjection M � N .

We will investigate simple objects in a torsion-free class of mod Λ for a Nakayama algebra.
Note that since mod Λ has finitely many indecomposables, every torsion-free class of mod Λ is
functorially finite, so it satisfies Assumption 3.5.6 by Example 3.5.13 (3).

Theorem 3.5.18. Let Λ be a Nakayama algebra and F a torsion-free class of mod Λ. Then
there exists bijections between the following three sets:

(1) topF , the set of isomorphism classes of simple modules topM for M ∈ indF .
(2) simF , the set of isomorphism classes of simple objects in F .
(3) indP(F), the set of isomorphism classes of indecomposable projective objects in F .

The maps from (2) and (3) to (1) are given by M 7→ topM . On the other hand, for a simple
module S ∈ topF in (1), the corresponding objects are given by S(m) in (2) and S(n) in (3), where

m := min{i | S(i) ∈ F},

and n := max{i | S(i) ∈ F}.

Proof. Let us denote by top: indF → topF the map which sends M to topM . This induces
maps simF → topF and indP(F)→ topF . We will show that these two maps are bijections.

(top: simF → topF is a bijection): First we will show that this map is a surjection. For
S ∈ topF , put m := min{i | S(i) ∈ F}. We claim that S(m) is a simple object in F . Suppose this
is not the case. Then there exists a short exact sequence

0→ K → S(m) →M → 0

in F with K,M 6= 0. Since M is a quotient of S(m), it has top S. But this contradicts the
minimality of m because 0 < l(M) < l(S(m)) = m holds. Thus S(m) belongs to simF . Hence the
map simF → topF is a surjection.

Next we will show that this map is an injection. Suppose that this is not the case. Then there
exist a simple module S and 0 < i < j such that both S(i) and S(j) are simple in F . Then we
have a short exact sequence

0→ K → S(j) → S(i) → 0

in mod Λ by Proposition 3.5.17 (3), and K 6= 0 since i 6= j. However, K belongs to F since F
is closed under submodules. Thus the above is a conflation in F , which shows that S(j) is not a
simple object in F . This is a contradiction, so simF → topF is an injection.

It is clear from the above argument that the inverse of the map top: simF → topF is given
by S 7→ S(m) as claimed.
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(top: indP(F)→ topF is a bijection): First we will show that this map is a surjection. Let
M be an indecomposable object in F and put S := topM . Since F satisfies Assumption 3.5.6, it
has enough projectives by Proposition 3.5.8 1. Thus there exists a deflation

P1 ⊕ P2 ⊕ · · · ⊕ Pl �M

in F , where Pi ∈ indP(F) for each i. This map is a surjection in mod Λ, so it induces a surjection

topP1 ⊕ topP2 · · · ⊕ topPl � topM = S.

It follows that topPi = S holds for some i. This means that the map indP(F) → topF is
surjective.

Next we will show that this map is an injection. Suppose that this is not the case. Then there
exists a simple module S and 0 < i < j such that both S(i) and S(j) are projective objects in F .
Now Proposition 3.5.17 (3) implies that there exists a short exact sequence

0→ K → S(j) → S(i) → 0

in mod Λ. Since F is closed under submodules, this is a conflation in F , and since i < j, we
have K 6= 0. However, the projectivity of S(i) implies that the above sequence splits, which is a
contradiction since S(j) is indecomposable. Thus top: indP(F)→ topF is an injection.

Finally, we shall describe the inverse of top: indP(F)→ topF . For an object S ∈ topF , put
n := max{i | S(i) ∈ F}, and we claim that the map S 7→ S(n) is the inverse. Take any 1 ≤ i < n
with S(i) ∈ F . Then as in the proof of injectivity, we have the following conflation in F

0→ K → S(n) → S(i) → 0

with K 6= 0, and this sequence does not split since S(n) is indecomposable. Thus S(i) cannot be
projective in F . By this fact and the fact that top: indP(F)→ topF is surjective, we must have
that the inverse of this map is given by S 7→ S(n). �

As an immediate corollary, we obtain the following result.

Corollary 3.5.19. Let Λ be a Nakayama algebra and F a torsion-free class of mod Λ. Then
F satisfies (JHP).

Proof. By Theorem 3.5.18, we have an equality # simF = # indP(F). Thus the assertion
follows from Theorem 3.5.10. �

3.6. Torsion-free classes of Type A and Bruhat inversion

In this section, we investigate simple objects in a torsion-free class of the category of repre-
sentation of a quiver of type A by using the combinatorics of the symmetric group. For a quiver
Q, we denote by kQ the path algebra of Q over a field k. As usual, we identify representations of
Q with right kQ-modules.

For an acyclic quiver Q, a classification of torsion-free classes of mod kQ with finitely many
indecomposables is known: they are in bijection with so-called c-sortable elements of the Coxeter
group of Q ([IT] for the Dynkin case and [AIRT, Tho] for the general case). For a quiver of type A,
the corresponding Coxeter group is just a symmetric group, and we can describe all indecomposable
kQ-modules in a quite explicit way. In this section, we freely use these description particular to
type A, but in a paper [Eno5], we will show that the results are valid in other Dynkin types, or
more generally, preprojective algebras of Dynkin types (see Remark 3.6.19).

1Another way to show this is to use [Eno2, Corollary 3.15]: Every Hom-finite Krull-Schmidt exact k-category

has enough projectives if it has only finitely many indecomposables.
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3.6.1. Bruhat inversions of elements in the symmetric group. First we recall com-
binatorial notions on the symmetric groups we need later. These notions are well-studied in the
context of Coxeter groups, but we will give an explicit description for type A case here for the
convenience of the reader. The standard reference is [BB].

We denote by Sn+1 the symmetric group which acts on the set {1, 2, · · · , n, n + 1} from
left. We often use the one-line notation to represent elements of Sn+1, that is, we write w =
w(1)w(2) · · ·w(n + 1) for w ∈ Sn+1. We denote by (i j) for 1 ≤ i, j ≤ n + 1 the transposition of
the letters i and j, and write T for the set of all transpositions in Sn+1. Then Sn+1 is generated by
the simple reflections si := (i i+ 1) for 1 ≤ i ≤ n. We write S for the set of all simple reflections.
For example, we have s2s1s3s2 = 3412 in S4. Note that for a transposition t = (i j) and w ∈ Sn+1,
the element tw is obtained by interchanging two letters i and j in the one-line notation for w, e.g.
we have (3 4) · 3412 = 4312.

Each element w ∈ Sn+1 can be written as a product of simple reflections:

w = si1si2 · · · sil
This expression of w is called reduced if l is the minimal among all such expressions. In this case,
we call l the length of w and write `(w) := l.

For an element w ∈ Sn+1, a transposition t ∈ T is called an inversion of w if `(tw) < `(w)
holds, and we denote by inv(w) the set of all inversions of w. It is known that a transposition (i j)
with i < j is an inversion of w if and only if j precedes i in the one-line notation for w, that is,
w−1(i) > w−1(j). It is also known that `(w) = # inv(w) holds.

Example 3.6.1. The following are examples of inversions in S5.

(1) For w1 = s1s3s2s4s1s3s2s4 = 45231 we have:

inv(w1) = {(1 2), (1 3), (1 4), (1 5), (2 4), (2 5), (3 4), (3 5)}.
(2) For w2 = s1s3s2s4s1s3s2s1 = 54213 we have:

inv(w2) = {(1 2), (1 4), (1 5), (2 4), (2 5), (3 4), (3 5), (4 5)}

The following class of inversions plays an important role in this paper, since we shall see that
this corresponds to simple objects in a torsion-free class.

Definition 3.6.2. We say that an inversion t of an element w ∈ Sn+1 is a Bruhat inversion
of w if it satisfies `(tw) = `(w)− 1. We denote by Binv(w) the set of Bruhat inversions of w.

We can interpret Bruhat inversions in terms of the cover relation of the Bruhat order. Recall
that the Bruhat order on Sn+1 is a partial order ≤ generated by the following relation: for every
t ∈ T and w ∈ Sn+1 with `(tw) < `(w), we have that tw < w holds. In what follows, we always
denote by ≤ (and <) the Bruhat order on Sn+1.

Lemma 3.6.3 ([BB, Lemma 2.1.4]). For a transposition t = (i j) ∈ T with i < j and an
element w ∈ Sn+1, the following are equivalent:

(1) t is a Bruhat inversion of w.
(2) tw is covered by w in the Bruhat order, that is, tw < w holds and there exists no element

u ∈ Sn+1 satisfying tw < u < w.
(3) In the one-line notation for w, the letter j precedes i, and there exists no l with i < l < j

such that the letter l appears between j and i.
(4) (i j) ∈ inv(w) and there exists no l with i < l < j satisfying (i l), (l j) ∈ inv(w).

Example 3.6.4. The following are Bruhat inversions of elements in Example 3.6.1.

(1) For w1 = 45231 we have:

Binv(w1) = {(1 2), (1 3), (2 4), (2 5), (3 4), (3 5)}.
(2) For w2 = 54213 we have:

Binv(w2) = {(1 2), (2 4), (3 4), (4 5)}
Note that # inv(w1) = # inv(w2) = 8 but Binv(w1) = 6 > 4 = # Binv(w2).
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We will use the notion of support of elements in Sn+1.

Definition 3.6.5. Let w be an element of Sn+1. Then i ∈ {1, · · · , n} is called a support of w
if there exists some reduced expression of w which contains si. We denote by supp(w) the set of
all supports of w. We say that w has full support if supp(w) = {1, 2, · · · , n}.

In fact, if i is in supp(w), then any reduced expression of w contains si ([BB, Corollary 1.4.8]).
We will use the following characterization of the support later.

Lemma 3.6.6. For w ∈ Sn+1 and i ∈ {1, · · · , n}, the following are equivalent:

(1) i ∈ supp(w).
(2) There exists some j with 1 ≤ j ≤ i such that w−1(j) > i, that is, j does not appear in

the initial segment of length i in the one-line notation for w.
(3) There exists some j with 1 ≤ j ≤ i such that w(j) > i.
(4) There exists some l with i < l such that l appears in the initial segment of length i in the

one-line notation for w.

For example, by Using this criterion, we can easily check that supp(45231) = {1, 2, 3, 4, 5},
supp(21543) = {1, 3, 4}, and supp(12543) = {3, 4}.

3.6.2. Coxeter element, c-sortable elements and torsion-free classes. We will de-
scribe the Ingalls-Thomas bijection [IT] between sortable elements and torsion-free classes for a
quiver of type A, following [Tho]. In what follows, Q is a quiver of type A with n vertices, whose

underlying graph is 1 2 · · · n . As usual, we identify right kQ-modules over
the path algebra Q and representations of Q. For a kQ-module M and a vertex i of Q, we denote
by Mi the vector space attached to i.

A Coxeter element of Sn+1 is an element c ∈ Sn+1 which is obtained as the product of all
simple reflections s1, · · · , sn ∈ S in some order, or equivalently, an element with length n which
has full support. We say that a Coxeter element c is associated to Q if si appears before sj in c
whenever there exists an arrow i ← j in Q. It is known that Coxeter elements are in bijection
with orientations of edges in the underlying graph of Q.

Example 3.6.7. We give an example of the correspondence between Coxeter elements in S4

and orientations of A3 quiver.

Orientations of A3 Coxeter elements in S4

1← 2← 3 s1s2s3 = 2341
1← 2→ 3 s1s3s2 = s3s1s2 = 2413
1→ 2← 3 s2s1s3 = s2s3s1 = 3142
1→ 2→ 3 s3s2s1 = 4123

In what follows, we adopt the following convention:

Assumption 3.6.8. Q is a quiver of type A with n vertices, whose underlying graph is given
by

1 2 · · · n

and c is the Coxeter element of Sn+1 associated with Q.

Torsion-free classes of mod kQ are classified by the combinatorial notion called c-sortable
elements, which was introduced by Reading [Rea1].

Definition 3.6.9. Let c be a Coxeter element of Sn+1. We say that an element w of Sn+1 is
c-sortable if there exists a reduced expression of the form w = c(0)c(1) · · · c(m) such that each c(i)

is a subword of c satisfying supp(c(0)) ⊃ supp(c(1)) ⊃ · · · ⊃ supp(c(m)).

Now we can state the correspondence between c-sortable elements and torsion-free classes. A
support of a module M ∈ mod kQ is a vertex i ∈ Q with Mi 6= 0, and we denote by [i, j) the set
of elements l ∈ {1, 2, · · · , n} with i ≤ l < j. The following is just a restatement of the well-known
classification of indecomposable representations of Q.
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Proposition 3.6.10. Let Q be a quiver as in Assumption 3.6.8. For a transposition (i j) ∈ T
with i < j, there exists a unique indecomposable module M := M[i,j) in mod kQ whose support is
[i, j). This module is a representation of Q defined by the following:

• For vertices, Ml = k if l ∈ [i, j) and Ml = 0 otherwise.
• For arrows i→ j in Q, we put idk : k → k if Mi = Mj = k, and 0 otherwise.

Moreover, this give a bijection M[ ) : T
∼−→ ind(mod kQ) which restricts to S

∼−→ sim(mod Λ).

Example 3.6.11. Let Q be the quiver Q = 1→ 2← 3. Then the Auslander-Reiten quiver of
mod kQ is as follows, where indecomposables are labelled according to Proposition 3.6.10.

M[1,2)

M[1,3)

M[1,4)M[2,3)

M[2,4)

M[3,4)

Now torsion-free classes of mod kQ are classified as follows. Here a support of a subcategory
F of mod kQ is the union of supports of modules in F .

Theorem 3.6.12 ([Tho, Theorem 4.2]). Let Q and c be as in Assumption 3.6.8. For w ∈ Sn+1,
define the subcategory F(w) of mod kQ by

F(w) := add{M[i,j) | (i j) ∈ inv(w) with i < j}.

then the following hold.

(1) If w is c-sortable, then F(w) is a torsion-free class of mod kQ, and the bijection T
∼−→

ind(mod kQ) given by (i j) 7→M[i,j) restricts a bijection inv(w)
∼−→ indF(w).

(2) The map w 7→ F(w) gives a bijection between c-sortable elements of Sn+1 and torsion-free
classes of mod kQ.

(3) Let w be a c-sortable element. Then supp(w) coincides with the support of F(w), and
the equality # supp(w) = # indP(F(w)) = # ind I(F(w)) holds.

Proof. The proof is essentially contained in other references such as [Tho], but we will clarify
the relation between our convention and others, since others often use the language of root systems.

We freely use basics of the root system. Let Φ be a root system of type An whose Dynkin graph
is as in Assumption 3.6.8, and let e1, · · · , en be the set of simple roots corresponding to vertices
1, · · · , n. We identify Sn+1 with the Weyl group W of Φ as usual. Under this identification, a
transposition (i j) of Sn+1 corresponds to a reflection with respect to a positive root α[i,j) :=∑
l∈[i,j) el. By this, the set of transpositions are in bijection with the set of positive roots.

For a kQ-module M , we define the dimension vector dimM by dimM :=
∑
l dimk(Ml)el.

Then M[i,j) in Proposition 3.6.10 satisfies dimM[i,j) = α[i,j).
The following description of inv(w) is well-known, see e.g. [BB, Proposition 4.4.6]:

Lemma 3.6.13. Let t ∈ Sn+1 = W be a transposition, α ∈ Φ the positive root corresponding
to t and w = si1si2 · · · sir a reduced expression of arbitrary w ∈ W . Then t ∈ inv(w) if and only
if α = si1si2 · · · sil−1

(eil) for some 1 ≤ l ≤ r.

Now return to our proof. (1) and (2) follow from [Tho, Theorem 4.2] and our above identifi-
cation. Let us prove (3).

Let w be a c-sortable element. By Example 3.5.13, the equality # indP(F(w)) = # ind I(F(w))
holds. On the other hand, the number of supports of F(w) is equal to # ind I(F(w)) by the gen-
eral theory of support (τ -)tilting theory, see e.g. [IT, Proposition 2.5(4), Lemma 2.9] or [AIR,
Theorem 2.7]. Thus it suffices to show that the number of supports of F(w) is equal to # supp(w).

Take a reduced expression w = c(0)c(1) · · · c(m) such that c(i) is a subword of c and satisfies
supp(c(0)) ⊃ supp(c(1)) ⊃ · · · ⊃ supp(c(m)). First suppose that l ∈ supp(w), which means that sl
appears in the word c(0). Then we can write the reduced expression of c(0) as c(0) = c′slc

′′ such
that c′ (and c′′) does not contain the letter sl. Let (i j) be a transposition which corresponds to
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a positive root α := c′(el), then it belongs to inv(w) by Lemma 3.6.13. Clearly the el-component
of α is equal to 1, thus l is a support of M[i,j) since dimM[i,j) = α.

Conversely, suppose that l is a support of M := M[i,j) for some (i j) ∈ inv(w). Take a positive
root which corresponds to (i j). Then we have dimM = α, thus the el-component of α is strictly
positive. On the other hand, Lemma 3.6.13 shows that l must be appear in a reduced expression
of w, thus l ∈ supp(w). �

3.6.3. Bruhat inversions and simples. Our main result in this section is the following,
which establishes a bijection between simples in F(w) and Bruhat inversions of w.

Theorem 3.6.14. Let Q and c be as in Assumption 3.6.8 and w a c-sortable element of Sn+1.

Then the natural bijection inv(w)
∼−→ indF(w) restricts to a bijection Binv(w) → simF(w). In

other words, for (i j) ∈ inv(w) with i < j, the object M[i,j) is simple in F(w) if and only if (i j)
is a Bruhat inversion of w.

Before we give a proof, let us state the immediate consequence of this, which characterizes
(JHP) in a purely combinatorial way. See Example 3.6.17 for the actual example of Theorem
3.6.14 and Corollary 3.6.15.

Corollary 3.6.15. Let Q and c be as in Assumption 3.6.8 and w a c-sortable element of
Sn+1. Then F(w) satisfies (JHP) if and only if # supp(w) = # Binv(w) holds.

Proof. Theorem 3.6.14 implies # simF(w) = # Binv(w). On the other hand, Theorem 3.6.12
implies # indP(F(w)) = # supp(w). Thus our assertion follows from Theorem 3.5.10. �

To prove Theorem 3.6.14, we use the following explicit exact sequences in mod kQ.

Lemma 3.6.16. Let (i j) be a transposition in Sn+1 with i < j and consider the kQ-module
M[i,j) given in Proposition 3.6.10. Then the following hold.

(1) For each l with i < l < j, one of the following two exact sequences exists:

either 0→M[i,l) →M[i,j) →M[l,j) → 0, (3.6.1)

or 0→M[l,j) →M[i,j) →M[i,l) → 0. (3.6.2)

(2) Suppose that we have a monomorphism M[l,l′) ↪→ M[i,j) for some l < l′. Then we have
[l, l′) ⊂ [i, j), and there exists an exact sequence

0→M[l,l′) →M[i,j) →M[i,l) ⊕M[l′,j) → 0. (3.6.3)

Moreover, there exist the following two exact sequences:

0→M[i,l′) →M[i,j) →M[l′,j) → 0, (3.6.4)

and 0→M[l,j) →M[i,j) →M[i,l) → 0. (3.6.5)

Here we put M[a,a) = 0 for a ∈ {1, · · · , n+ 1}.

Proof. (1) Consider the orientation of the edge between l − 1 and l in Q. Suppose that
we have l − 1 ← l in Q. A subspace M[i,l) of M[i,j) is closed under the action of Q in M[i,j)

because there exists no path which starts from one of [i, l) and ends at one of [l, j). Thus M[i,l) is
a submodule of M[i,j), and we obtain (3.6.1). By the same reason, if we have l− 1→ l in Q, then
we have (3.6.2).

(2) Since M[l,l′) must be a subspace of M[i,j), it is clear that [l, l′) ⊂ [i, j) holds. The support
of the quotient M[i,j)/M[l,l′) is a disjoint union [i, l)t [l′, j), and it is easily checked that the action
of kQ on this quotient coincides with that on M[i,l) ⊕M[l′,j). Thus we obtain (3.6.3). Moreover,
since M[l,l′) is closed under actions of kQ in M[i,j), we must have that either i = l or l − 1→ l in
Q holds, and that either l′ = j or l′−1← l′ in Q holds. Thus the existence of two exact sequences
(3.6.4) and (3.6.5) follows from the proof of (1). �

Proof of Theorem 3.6.14. Let (i j) be an inversion of w with i < j. Since any simple
object is indecomposable, it suffices to show that (i j) is a Bruhat inversion of w if and only if
M[i,j) is simple in F(w).
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First, suppose that (i j) is not a Bruhat inversion of w. Then by Proposition 3.6.3, there
exists some l with i < l < j such that both (i l) and (l j) belong to inv(w). Thus both M[i,l) and
M[l,j) belong to F(w). Now we have an exact sequence (3.6.1) or (3.6.2) by Lemma 3.6.16. In
either case, this gives a conflation in F(w), and since M[i,l) and M[l,j) are non-zero, M[i,j) is not
a simple object in F(w).

Conversely, suppose that M[i,j) is not a simple object in F(w). Then we have a non-isomorphic
inflation N � M[i,j) in F(w) for some object 0 6= N of F(w). Take an indecomposable direct
summand M[l,l′) of N . Then the composition M[l,l′) ↪→ N �M[i,j) is a non-isomorphic inflation in
F(w), because the section M[l,l′) ↪→ N is an inflation and inflations are closed under compositions.
Now Lemma 3.6.16 (2) tells us that [l, l′) ⊂ [i, j) and that M[i,l) ⊕M[l′,j) belongs to F(w), hence
both M[i,l) and M[l′,j) belong to F(w) since F(w) is closed under direct summands.

Since M[l,l′) ↪→M[i,j) is not an isomorphism, we have i < l or l′ < j. Suppose that the former
holds. Then since M[i,l) ∈ F(w), the transposition (i l) is an inversion of w. On the other hand,
the exact sequence (3.6.5) of Lemma 3.6.16 implies that M[l,j) belongs to F(w), since F(w) is
closed under submodules. Thus (l j) is also an inversion of w. This implies that (i j) is not a
Bruhat inversion by Lemma 3.6.3. The case i < l′ < j is completely similar, except we use (3.6.4)
instead of (3.6.5). �

Example 3.6.17. Let us look at several examples.

(1) Let Q be the quiver Q = 1 → 2 ← 3. Then the Coxeter element associated with
Q is c = s2s1s3 = 3142 ∈ S4. In Table 1, we list all c-sortable elements and the
corresponding inversions, Bruhat inversions and torsion-free classes. The black vertices
indicate simple objects in F(w) and the white ones indicate the rest of indecomposables
in F(w). According to this table, we conclude that F(w) satisfies (JHP) except w = 3412.

(2) Let Q be the quiver Q = 1 ← 2 → 3 ← 4. The associated Coxeter element is c =
s1s3s2s4 = 24153 ∈ S5. The Auslander-Reiten quiver of mod kQ is as follows:

M[1,2)

M[3,4)

M[1,4)

M[3,5)

M[2,4)

M[1,5)

M[2,5)

M[1,3)

M[4,5)

M[2,3)

In Table 2, we list all faithful torsion-free classes of mod kQ, which corresponds to c-
sortable elements with full support. Here as in (1), the black vertices indicate simple
objects in F(w) and the white the rest. From this table, for example, we can check that
the number of faithful torsion-free classes satisfying (JHP) is 8. By using the computer
program, we can calculate that the number of all torsion-free classes is 42, which is the
Catalan number, and 34 ones among them satisfy (JHP).

As an application of Corollary 3.6.15, we obtain the following result on the linearly oriented
case. The proof is purely combinatorial. Note that this also follows from Corollary 3.5.19, since
kQ is a Nakayama algebra in this case.

Corollary 3.6.18. Let Q be a linearly oriented quiver of type A. Then every torsion-free
classes F of mod kQ satisfies (JHP).

Proof. We may assume that Q is 1 → 2 → · · · → n, so c = sn · · · s2s1. We use the
combinatorial characterization of the c-sortable-ness given in [Rea1, Theorem 4.12]: an element
w ∈ Sn+1 is c-sortable if it is 231-avoiding, that is, there exists no i < l < j such that l appears
before j and j appears before i in the one-line notation for w.

By Theorem 3.6.12, there exists a c-sortable element w ∈ Sn+1 satisfying F = F(w). Then
according to Corollary 3.6.15, the assertion amounts to the following purely combinatorial lemma
(or equivalently, this lemma follows from two categorical statements: Corollaries 3.6.15 and 3.5.19).
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Table 1. Example of Theorem 3.6.14 for Q = 1→ 2← 3

c-sortable elements w supp(w) inv(w) Binv(w) F(w)

e = 1234 ∅ ∅ ∅

s2 = 1324 2 (2 3) (2 3)

s1 = 2134 1 (1 2) (1 2)

s3 = 1243 3 (3 4) (3 4)

s2s1 = 3124 1, 2 (1 3), (2 3) (1 3), (2 3)

s2s3 = 1342 2, 3 (2 3), (2 4) (2 3), (2 4)

s1s3 = 2143 1, 3 (1 2), (3 4) (1 2), (3 4)

s2s1s2 = 3214 1, 2 (1 2), (1 3), (2 3) (1 2), (2 3)

s2s3s2 = 1432 2, 3 (2 3), (2 4), (3 4) (2 3), (3 4)

s2s3s1 = 3142 1, 2, 3 (1 3), (2 3), (2 4) (1 3), (2 3), (2 4)

s2s3s1s2 = 3412 1, 2, 3
(1 3), (1 4),
(2 3), (2 4)

(1 3), (1 4),
(2 3), (2 4)

s2s3s1s2s1 = 4312 1, 2, 3
(1 3), (1 4),

(2 3), (2 4), (3 4)
(1 3), (2 3), (3 4)

s2s3s1s2s3 = 3421 1, 2, 3
(1 2), (1 3), (1 4),

(2 3), (2 4)
(1 2), (2 3), (2 4)

s2s3s1s2s3s1 = 4321 1, 2, 3
(1 2), (1 3), (1 4),
(2 3), (2 4), (3 4)

(1 2), (2 3), (3 4)

Lemma. For every 231-avoiding element w of Sn+1, we have # Binv(w) = # supp(w).

To prove this lemma, we will construct an explicit bijection Binv(w)
∼−→ supp(w). In what

follows, we will work on the one-line notation for w.
Let (i j) be a Bruhat inversion of w with i < j. We claim that i ∈ supp(w) holds. If this is

not the case, then the initial segment of length i contains exactly 1, 2, · · · , i by Lemma 3.6.6. This
is a contradiction since j (> i) appears before i by (i j) ∈ inv(w). Thus i ∈ supp(w) holds, and
we obtain a map Binv(w)→ supp(w) by (i j) 7→ i.

We will show that this map is an injection. Suppose (i j1) and (i j2) are two different Bruhat
inversion of w with i < j1 < j2, so j1 and j2 appears before i. Then j1 must appear before
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Table 2. Example of Theorem 3.6.14 for faithful torsion-free classes over Q =
1← 2→ 3← 4.

c-sortable elements w inv(w) Binv(w) F(w) # simF(w)

c = s1s3s2s4

= 24153
inv(c) =

(1 2), (1 4)
(3 4), (3 5)

inv(c) 4

cs1 = 42153 inv(c), (2 4)
(1 2), (2 4),
(3 4), (3 5)

4

cs3 = 24513 inv(c), (1 5) inv(c), (1 5) 5

cs1s3 = 42513 inv(c), (1 5), (2 4)
(1 2), (1 5),

(2 4), (3 4), (3 5)
5

cs3s2 = 25413 inv(c), (1 5), (4 5)
(1 2), (1 4),
(3 4), (4 5)

4

cs3s4 = 24531 inv(c), (1 3), (1 5)
(1 2), (1 3),
(3 4), (3 5)

4

cs1s3s2 = 45213
inv(c), (1 5),
(2 4), (2 5)

(1 2), (2 4), (2 5),
(3 4), (3 5)

5

cs1s3s4 = 42531
inv(c), (1 3),
(1 5), (2 4)

(1 2), (1 3),
(2 4), (3 4), (3 5)

5

cs3s2s4 = 25431
inv(c), (1 3),
(1 5), (4 5)

(1 2), (1 3),
(3 4), (4 5)

4

c2 = cs1s3s2s4

= 45231
inv(c), (1 3), (1 5),

(2 4), (2 5)
(1 2), (1 3), (2 4),
(2 5), (3 4), (3 5)

6

cs1s3s2s1

= 54213
inv(c), (1 5),

(2 4), (2 5), (4 5)
(1 2), (2 4),
(3 4), (4 5)

4

c2s1 = cs1s3s2s4s1

= 54231
inv(c), (1 3), (1 5),
(2 4), (2 5), (4 5)

(1 2), (1 3), (2 4),
(3 4), (4 5)

5

c2s3 = cs1s3s2s4s3

= 45321
inv(c), (1 3), (1 5),
(2 3), (2 4), (2 5)

(1 2), (2 3),
(3 4), (3 5)

4

c2s1s3 = cs1s3s2s4s1s3

= 54321
inv(c), (1 3), (1 5),

(2 3), (2 4), (2 5), (4 5)
(1 2), (2 3),
(3 4), (4 5)

4

j2, since otherwise (i j2) would not be a Bruhat inversion. Thus w looks like · · · j1 · · · j2 · · · i · · · ,
which contradicts to that w is 231-avoiding. Thus this map is an injection.

Next we will show that this map is a surjection. For i ∈ supp(w), we will show the following:
(Claim): There exists some letter j such that i < j and j appears before i.
By Lemma 3.6.6, there exists some l with l > i such that l appears in the initial segment of

length i. Suppose that any letters left to i are less than i, that is, there is no j as in the above
claim. Then in particular i belongs to the initial segment of length i, and is left to l. Also by
Lemma 3.6.6 (2), there exists a letter i′ with i′ ≤ i such that i′ does not appear in the initial
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segment of length i. However we must have i′ 6= i, thus i′ < i, since i appears in the initial segment
of length i. Now we have i′ < i < l and w looks like· · · i · · · l · · · i′ · · · , which contradicts to that w
is 231-avoiding. Thus the claim follows.

Take the rightmost letter j with the claimed property. Then (i j) is clearly a Bruhat inversion.
Thus the map Binv(w)→ supp(w) is surjective. �

Remark 3.6.19. In a paper [Eno5], we will show that the natural analogue for Theorem
3.6.14 holds for mod kQ with an arbitrary Dynkin quiver Q, or more generally, for mod Π for a
preprojective algebra Π of an arbitrary Dynkin type.

3.7. Computations of the Grothendieck monoids

So far, we do not know any method to compute the Grothendieck monoid M(E) for a given
length exact category E in general, except the following information:

• M(E) is atomic, that is, generated by AtomM(E) = {[S] |S ∈ sim E} (Proposition 3.4.8).
• M(E) is just a free monoid if E turns out to satisfy (JHP) (Theorem 3.4.9).
• The cancellative quotient M(E)can, which is isomorphic to the positive part K+

0 (E) of
the Grothendieck group (Proposition 3.A.15), is nothing but the monoid of dimension
vectors of modules belonging to E under mild assumption (Corollary 3.5.9).

Thus the problem is: we do not know how to check whetherM(E) is cancellative or not (ifM(E)
is cancellative, thenM(E) can be calculated in principle by the above), and the calculation seems
to be rather difficult if M(E) is not cancellative.

In this section, we will show (a bit artificial) examples of calculations ofM(E) such thatM(E)
is not cancellative.

3.7.1. A category of modules with a designated set of dimension vectors. We will
convince the reader that lots of monoids can appear as the Grothendieck monoids of exact cate-
gories. First we consider the case of split exact categories.

Proposition 3.7.1. Let E be a split exact category, that is, every conflation splits. Then
M(E) is isomorphic to Iso E (with addition given by ⊕) as monoids.

Proof. This follows from the construction given in Proposition 3.3.3, or one can show this
by checking the universal property directly. The details are left to the reader. �

Using this, we can realize any submonoids of Nn as Grothendieck monoids.

Proposition 3.7.2. Let M be a submonoid of Nn for some n ≥ 0. Then there exists a split
exact category E whose Grothendieck monoid is isomorphic to M .

Proof. Let k be a field and consider a semisimple k-algebra Λ := kn. Then Λ has n non-
isomorphic simple modules, and we denote by dimX ∈ Nn for X ∈ mod Λ the dimension vector
of X, see Definition 3.5.3. Define the full subcategory E of mod Λ by the following:

E := {X ∈ mod Λ | dimX ∈M}.
This is an extension-closed subcategory of mod Λ, and we claim that M(E) ∼= M holds. First
observe that every short exact sequence in mod Λ splits, so E is a split exact category. Thus it
suffices to show Iso E ∼= M by Proposition 3.7.1. The map X 7→ dimX induces an isomorphism
Iso(mod Λ) ∼= Nn, and by construction, this map restricts an isomorphism Iso E ∼= M . �

If E is a full subcategory of a module category, then by regarding E as an exact category with
a split exact structure, Proposition 3.7.1 shows that our monoid M(E) only concerns with direct
sum decompositions of modules. In this case, M(E) is free if and only if the uniqueness of direct
sum decompositions holds (e.g. Krull-Schmidt categories), thus the combinatorial property of the
monoid M(E) encodes information on the non-unique direct sum factorizations of modules. This
has been studied by several authors (e.g. [Fac1, Fac2, BaGe]), and we refer the reader to the
recent article [BaGe] and references therein for more information on this direction.

In a similar way to the construction of E above, we can attach extension-closed subcategories
of module categories to any submonoids of K0(mod Λ) for an artin algebra Λ.
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Definition 3.7.3. Let Λ be an artin algebra with n non-isomorphic simple modules. For a
submonoid M of Nn, we define the subcategory EM of mod Λ by the following:

EM := {X ∈ mod Λ | dimX ∈M}.

Then it is an extension-closed subcategory of mod Λ, thus an exact category.

By the universal property ofM(EM ), we have a monoid homomorphismM(EM )→M induced
by dim. Indeed M(EM ) is a thickening of M by some non-cancellative part:

Proposition 3.7.4. Let Λ be an artin algebra with n non-isomorphic simple modules and M a
submonoid of Nn. Then dim: M(EM )→M induces an isomorphism M(EM )can ∼= M of monoids.

Proof. Let us introduce some notation. Write E := EM for simplicity. Let Si denote the
simple Λ-module with dimSi = ei for 1 ≤ i ≤ n, where ei is the standard basis of Nn. For an
element d ∈ Nn, we denote by Sd the unique semisimple Λ-module satisfying dimSd = d, in other
words, Sd :=

⊕
i S
⊕ai
i for d =

∑
i aiei with ai ∈ N.

For d ∈ M , clearly we have Sd ∈ E . Since dimSd = d holds, the map dim: M(E) → M is a
surjection.

Thus, to prove M(E)can ∼= M , it suffices to show that for two objects X,Y ∈ E , we have
[X] ∼can [Y ] in M(E) if and only if dimX = dimY holds (see Proposition 3.A.15). The “only if”
part is clear since Nn (or M) is cancellative, so we will prove the “if” part. To do this, it suffices
to show [X] ∼can [Sd] for every X ∈ E with dimX = d.

Let lmax(X) be the maximum of lengths of indecomposable direct summands of X, and we
show [X] ∼can [Sd] by induction on l := lmax(X). If l = 1, then X is semisimple and X ∼= Sd holds.
Suppose l > 1, and take a direct summand X1 of X with l(X1) = l. We have X = X1⊕X/X1, and
take a simple submodule S of X1. Note that S is a direct summand of Sd since S is a composition
factor of X. Thus there are two exact sequences in mod Λ:

0 S X1 X1/S 0, and

0 Sd/S Sd/S ⊕X/X1 ⊕ S X/X1 ⊕ S 0,

where the second one is just a split exact sequence. By taking direct sum of these two sequences,
we obtain the following exact sequence.

0 Sd X ⊕ Sd S ⊕X1/S ⊕X/X1 0

The dimension vectors of modules in this exact sequence is d, 2d and d respectively, so this is a
conflation of E . Therefore, we have [X] + [Sd] = [X ′] + [Sd] in M(E), hence [X] ∼can [X ′] holds,
where X ′ = S⊕X1/S⊕X/X1. Thus we can replace the direct summand X1 of X with S⊕X1/S.
By iterating this process to all direct summands of X with length l, we obtain an object Z in E
such that lmax(Z) < l and [X] ∼can [Z]. Thus the claim follows from induction. �

Thus our category EM has a monoid M as a cancellative quotient of its Grothendieck monoid
M(EM ), butM(EM ) is not cancellative in general. In the next subsection, we give an example of
computation of M(EM ).

3.7.2. The case of A2 quiver and monoids with one generator. Throughout this sub-
section, we denote by k a field and by Q a quiver 1← 2, and put Λ := kQ. Although the structure
of the category mod Λ seems to be completely understood, this category has lots of extension-closed
subcategories, and the computation of their Grothendieck monoids is rather hard as we shall see
in this subsection. A particular case of this computation was considered in [BeGr, Section 3.4].

First we recall basic properties of the category mod Λ. We have the complete list of inde-
composable objects in mod Λ: two simple modules S1 and S2, which are supported at vertices 1
and 2 respectively, and one non-simple projective injective module P . The Grothendieck group
K0(mod Λ) is a free abelian group with basis {[S1], [S2]}, and we identify it with Z2.

Now we apply the construction EM defined in the previous subsection to this case, where M is
a submonoid of N2. We will compute the monoid M(EM ) in the case that M is generated by one
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element. In such a case, by Proposition 3.7.4, M(EM )can ∼= N holds, thus M(EM ) is a thickening
of N in some sense.

To present the monoid structure, we will use the Cayley quiver, which is a monoid version of
the Cayley graph of a group.

Definition 3.7.5. Let M be a monoid with a set of generators A ⊂ M . Then the Cayley
quiver of M with respect to A is a quiver defined as follows:

• The vertex set is M .
• For each a ∈ A and m ∈M , we draw a (labelled) arrow m

a−→ m+ a.

For an atomic monoid M , the natural choice of A above is the set AtomM of all atoms of M .
Now we can state our computation.

Proposition 3.7.6. Let M := N(m,n) be a submonoid of N2 generated by (m,n) ∈ N2 with
(m,n) 6= (0, 0). Consider the exact category E := EM as in Definition 3.7.3. Then the following
hold, where we set l := min{m,n}.

(1) E has exactly l + 1 distinct simple objects A0, · · · , Al, where

Ai := P i ⊕ Sm−i1 ⊕ Sn−i2

for 0 ≤ i ≤ l. We have dimAi = (m,n) for every i.
(2) Put ai := [Ai] ∈ M(E) for 0 ≤ i ≤ l, which are precisely the atoms of M(E). Then the

Cayley quiver of M(E) with respect to AtomM(E) is given as follows, where we draw
arrows � to represent l + 1 arrows a0, · · · , al.
• (Case 1) The case m 6= n:

a0

a1

0
... 2a0 3a0 · · ·

al

a0

a1

al

In particular, if m = 0 or n = 0, then M(E) ∼= N holds.
• (Case 2) The case m = n:

a0 2a0 3a0 · · ·

a1

0
...

an 2an 3an · · ·

a0

a1

an

an an an

Here non-labelled arrows → represent n arrows a0, · · · , an−1.

Proof. For simplicity, put E := EM .
(1) It is clear that each Ai is a simple object in E since dimAi = (m,n), and that Ai ∼= Aj

holds if and only if i = j. On the other hand, we claim that every object in E is a direct sum of
Ai’s, which clearly implies the assertion. In fact, take an object X ∈ E with dimX = (Nm,Nn)

for N > 0. Then X is isomorphic to P i⊕SNm−i1 ⊕SNn−i2 for some 0 ≤ i ≤ Nl. Take any integers
i1, i2, · · · , iN such that 0 ≤ ij ≤ l for each j and i = i1 + · · · + iN . Then it is straightforward to
see that X ∼= Ai1 ⊕ · · · ⊕AiN holds.

(2) By Proposition 3.3.6, we have that AtomM(E) = {a0, a1, · · · , al} holds for ai := [Ai], and
all of them are distinct. On the other hand, we have a map ϕ : M(E)→ N which sends an object
X with dimX = (Nm,Nn) to N for N ∈ N. This map is clearly a surjection (and actually this is
the universal cancellative quotient ofM(E) by Proposition 3.7.4, but this fact is not needed here).
Denote by M(E)N the inverse image ϕ−1(N), and our strategy to compute M(E) is to compute
M(E)N . Clearly we have M(E)0 = {0 = [0]} and M(E)1 = AtomM(E) = {a0, a1, · · · , al}.
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Moreover, since every object of E is a direct sum of Ai’s, we have x ∈M(E)N if and only if there
exist integers 0 ≤ i1, · · · , iN ≤ l satisfying x = ai1 + · · ·+ aiN . The key part of our computation
is to show the following equality in M(E):

(Claim 1): For 1 ≤ i ≤ l and 0 ≤ j ≤ l, we have the equality ai + aj = ai−1 + aj in M(E),
except the case j = m = n.

Proof of Claim 1. First, note that we have the following exact sequence in mod Λ.

0 S1 P S2 0

Suppose that the equality j = m = n does not hold, then one can easily check that either j ≤ m−1
or j ≤ n− 1 (or both) holds. Suppose the former, and consider a split exact sequence below

0 P j ⊕ Sm−1−j
1 ⊕ Sn−j2 P i+j−1 ⊕ S2m−i−j

1 ⊕ S2n−i−j
2 P i−1 ⊕ Sm−i+1

1 ⊕ Sn−i2 0.

By taking direct sum of the above two exact sequences, one obtains a conflation in E :

0 Aj Ai ⊕Aj Ai−1 0.

Thus ai + aj = ai−1 + aj holds in M(E).
Similarly, suppose that j ≤ n− 1 holds. Then by considering the following split sequence

0 P i−1 ⊕ Sm−i1 ⊕ Sn−i+1
2 P i+j−1 ⊕ S2m−i−j

1 ⊕ S2n−i−j
2 P j ⊕ Sm−j1 ⊕ Sn−1−j

2 0,

as in the previous case, we obtain a conflation

0 Ai−1 Ai ⊕Aj Aj 0,

which shows ai + aj = ai−1 + aj as well. This finishes the proof of Claim 1. �
In what follows, we consider two cases.
(Case 1): The case m 6= n. For every i, j with 0 ≤ i ≤ l and 0 ≤ j ≤ l, we have ai + aj =

ai−1 + aj = · · · = a0 + aj = a0 + aj−1 = · · · = a0 + a0 = 2a0 by Claim 1. Thus M(E)2 = {2a0}
holds. We claim inductively thatM(E)N = {Na0} for N ≥ 2. This is because every element x in
M(E)N+1 can be written as x = ai + y for some 0 ≤ i ≤ l and y ∈M(E)N , thus x = ai +Na0 =
(ai + a0) + (N − 1)a0 = 2a0 + (N − 1)a0 = (N + 1)a0. Now that M(E)N has been computed for
all N ≥ 0, the description of the Cayley quiver of M(E) easily follows.

(Case 2): The case m = n. Note that l = m = n in this case, so we only use the letter
n. For every i, j with 0 ≤ i ≤ n and 0 ≤ j ≤ n, if j 6= n, then ai + aj = ai−1 + aj = · · · =
a0 + aj = a0 + aj−1 = · · · = 2a0 by Claim 1. Thus M(E)2 = {2a0, 2an} holds (and later we will
show 2a0 6= 2an). The same inductive argument as in (Case 1) shows thatM(E)N = {Na0, Nan}
holds for N ≥ 2, and it suffices to show that Na0 6= Nan in M(E) for N ≥ 2.

Suppose that Na0 = Nan holds in M(E), that is, [AN0 ] = [ANn ]. Denote by EP the full
subcategory of E consisting of direct sums of An = Pn, or equivalently, the subcategory of E
consisting of projective kQ-modules. Note that ANn ∈ EP holds. Then the following claim holds:

(Claim 2): In (Case 2), for every conflation

0 X Y Z 0π

in E, we have that Y ∈ EP holds if and only if both X ∈ EP and Z ∈ EP hold (in other words, EP
is a Serre subcategory of E).

Proof of Claim 2. If X ∈ EP and Z ∈ EP hold, then the above sequence splits since Z is
projective, thus Y ∼= X ⊕ Z ∈ EP holds. Conversely, suppose that Y ∈ EP holds. Since π induces
a surjection topY � topZ, and topY is a direct sum of topP = S2, we have that so is topZ.
However, topAi contains S1 as a direct summand if i < n. Therefore, Z, which is a direct sum of
appropriate Ai’s, must be isomorphic to a direct sum of An. Thus Z ∈ EP holds. Moreover, the
above sequence splits since Z is projective, thus Y ∼= X ⊕ Z. Clearly EP is closed under direct
summands in E , so X belongs to EP . �

Let us return to our situation, that is, [AN0 ] = [ANn ] holds. Since EP is a Serre subcategory of
E by Claim 2 and ANn belongs to EP , Proposition 3.3.7 implies that AN0 belongs to EP . This is
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a contradiction since A0 is not projective. Therefore, we have Na0 6= Nan, which completes the
proof. �

3.8. Counter-examples

In this section, we give examples of bad behavior of exact categories on several topics which
we have studied in the previous sections.

3.8.1. On the poset of admissible subobjects. In this subsection, we collect some counter-
examples on the poset P(X) (see Section 3.2.1 for the detail)

3.8.1.1. Subobject posets which are not lattices. The following example shows that P(X) is not
necessarily a lattice.

Example 3.8.1. Let k be a field and E a category of k-vector spaces whose dimensions are
not equal to 1 and 3. Then E is an extension-closed subcategory of mod k, thus an exact category.
Denote byX the 6-dimensional vector space with basis x1, · · · , x6, and putA := 〈x1, x2, x3, x4〉 and
B := 〈x1, x2, x3, x5〉. Then since X/A and X/B has dimension 2, both A and B are admissible
subobjects of X. Now the set-theoretic intersection of A and B is a 3-dimensional subspace
C := 〈x1, x2, x3〉, which does not belong to E , thus lower bounds of A and B in PE(X) are
precisely subspaces of C whose dimensions are exactly two or zero. Then A and B do not have
the greatest lower bound, since there are many two-dimensional subspaces of C.

The following is also an example in which P(X) is not a lattice, although the ambient category
is pre-abelian.

Example 3.8.2. Let k be a field and Λ an algebra Λ := k(1
α←− 2

β←− 3)/(βα). Put E := proj Λ,
then E has the natural exact structure induced from mod Λ, and every conflation splits in E . It
follows that a morphism ι : A → B in E is an inflation if and only if ι is a section. Moreover,
since gl.dim Λ = 2 holds, kernels of morphisms between projective modules are projective, thus E
is pre-abelian.

We claim that PE(ΛΛ) is not a lattice. By the previous argument, we can identify PE(Λ) with
the poset of submodules of Λ which are direct summands of Λ. We can write Λ as follows:

ΛΛ = P1 ⊕ P2 ⊕ P3 = 1⊕ 2
1 ⊕ 3

2 (3.8.1)

Here Pi is an indecomposable projective modules corresponding to the vertex i, and the rightmost
notation indicates composition series of modules.

Consider the following two maps:

ι1 : P1 ⊕ P2

[
1 0
0 1
0 0

]
−−−−→ P1 ⊕ P2 ⊕ P3

ι2 : P1 ⊕ P2

[ 1 0
0 1
0 β

]
−−−−→ P1 ⊕ P2 ⊕ P3

Here β : P2 → P3 denotes the multiplication map β · (−). We can check by matrix elimination that
these maps are sections, thus Ni := Im ιi belongs to PE(Λ) for each i. In the notation of (3.8.1),
each Ni looks like the following:

N1 = {(a, bc , 0
0 ) ∈ P1 ⊕ P2 ⊕ P3 | a, b, c ∈ k}

N2 = {(a, bc , 0
b ) ∈ P1 ⊕ P2 ⊕ P3 | a, b, c ∈ k}

We claim that N1 and N2 do not have the greatest lower bound in PE(Λ). Let N be a lower bound
for N1 and N2 in PE(Λ). Then N must be contained in the set-theoretic intersection N1 ∩N2:

N1 ∩N2 = 1⊕ 1 ⊕ 0 = {(a, 0
c ,

0
0 ) ∈ P1 ⊕ P2 ⊕ P3 | a, c ∈ k},

which is a two-dimensional vector space spanned by e1 and α. Here (a, 0
c ,

0
0 ) in the above notation

corresponds to ae1 + cα. Consider the quotient module Λ/N1 ∩N2:

Λ/N1 ∩N2 = S2 ⊕ P3 = 2⊕ 3
2
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This is not projective, thus we have N1∩N2 /∈ PE(Λ). Hence we have N ( N1∩N2, so dimN = 0
or dimN = 1 holds. Therefore, to show that the meet of N1 and N2 does not exist in PE(Λ), it
suffices to show that there exist two distinct one-dimensional submodules of N1∩N2 which belong
to PE(Λ). To show this, consider the following two maps:

i1 : P1

t[1,0,0]−−−−→ P1 ⊕ P2 ⊕ P3

i2 : P1

t[1,α,0]−−−−→ P1 ⊕ P2 ⊕ P3

The images of these maps are one-dimensional submodules generated by e1 and e1 +α respectively.
By matrix elimination, we can show that these are direct summands of Λ, thus both belong to
PE(Λ). Therefore PE(Λ) is not a lattice.

3.8.1.2. Subobject posets are lattices but not modular lattices. Recall from Proposition 3.2.15
that if E is a quasi-abelian category with the maximal exact structure, subobject posets are
in fact lattices. However, there exist examples which are quasi-abelian but these lattices are not
necessarily modular. For such examples, we refer the reader to Section 3.8.2.1, since the modularity
implies the unique length property (Corollary 3.2.19).

3.8.2. (JHP) and the unique length property. Next let us see some counter-examples
on the unique factorization properties on exact categories.

3.8.2.1. Lengths are not unique. We collect some examples in which the unique length property
fails (see Section 3.2.2). Example D in the introduction is one of such example, but is rather
artificial and not idempotent complete. We give several idempotent complete examples (actually
torsion-free classes, so quasi-abelian) which do not satisfy the unique length property. Actually
we can obtain more examples in a quiver of type A by using the results in Section 3.6.

Example 3.8.3. Let Q be a quiver 1 ← 2 ← 3 → 4. Then the Auslander-Reiten quiver of
mod kQ is as follows. Here we use the notation introduced in Proposition 3.6.10.

M[1,2)

M[3,4)

M[1,4)

M[3,5)

M[2,4)M[1,5)

M[2,5)M[1,3)

M[4,5)

M[2,3)

: E

: simple objects in E

Define E as the additive subcategory of mod kQ corresponding to the gray region, then it is
closed under extensions (and actually a torsion-free class) in mod kQ. We can check that E has 5
simples indicated by circles: sim E = {M[1,2),M[2,3),M[3,5),M[4,5),M[1,4)}. Now consider an object
X := M[1,5). Roughly speaking, the gray region below X looks like a module category of an A3

quiver, thus X seems to have length 3, and the gray region above X looks like a module category
of an A2 quiver, thus X seems to have length 2. In fact, we have the following two composition
series of X in E :

0 < M[4,5) < X, and

0 < M[1,2) < M[1,3) < X.

Thus lengths of X are not unique.

Here is another example, which we have already encountered.

Example 3.8.4. Consider Example 3.6.17 and let w be the fourth one in Table 2, that is,
w = 42513. Then F(w) is the additive subcategory corresponding to {A,B,C,D,E, F} depicted
as follows:

A

B

C

D

E

F
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We have that simF(w) = {A,B,D,E, F}. Consider X := C⊕D. Then a conflation A� C � E
shows that C has length 2, hence X = C ⊕ D has length 3. On the other hand, a conflation
B� X � F implies that X has length 2. Thus lengths of X are not unique.

3.8.2.2. Length are unique but (JHP) fails. Here is an example of an exact category which
satisfies the unique length property, but does not satisfy (JHP).

Example 3.8.5. Let F be a hereditary torsion-free class of length abelian categories. Then
F satisfies the unique length property by Corollary 3.2.24. Typically, F arises in the following
way: Take any artin algebra Λ and chose any set of simple modules S = {S1, · · · , Sl}. Define F
as follows:

F := {X ∈ mod Λ | HomΛ(X,Si) = 0 for 1 ≤ i ≤ l}.
Then F is a torsion-free class, and the corresponding torsion class is the smallest Serre subcategory
containing S. Thus F is a hereditary torsion-free class.

We have already encountered such examples which do not satisfy (JHP): E1 in Example E,
and F(c2) and F(c2s1) in Example 3.6.17.

3.8.2.3. Examples which satisfy (JHP). Finally, we collect examples which satisfy (JHP) for
the convenience of the reader.

Example 3.8.6. The following examples satisfy (JHP).

(1) Krull-Schmidt categories together with the split exact structure. This follows by Propo-
sition 3.7.1 and the fact that the uniqueness of direct sum decomposition holds.

(2) Length abelian categories. This is because the Jordan-Hölder theorem holds in any
abelian categories, see e.g. [Ste, p.92].

(3) Torsion(-free) classes of mod Λ for a Nakayama algebra Λ (Corollary 3.5.19).
(4) Torsion-free classes of mod kQ for a quiver Q of type A which satisfies the condition given

in Corollary 3.6.15. Explicit examples are given in Example 3.6.17 and E1 in Example
E.

(5) The category F(∆) of modules with ∆-filtrations over a quasi-hereditary algebra, or more
generally, over a standardly stratified algebra (see e.g. [PR, Proposition 1.2]). Simple
objects in F(∆) are precisely standard modules.

3.8.3. Non-cancellative Grothendieck monoids. In this subsection, we will give some
examples in which the Grothendieck monoids are not finitely generated or not cancellative.

3.8.3.1. Functorially finite torsion-free class, but neither finitely generated nor cancellative.
In a length exact category, its Grothendieck monoid is atomic, thus it is not finitely generated as
a monoid if and only if there exists infinitely many non-isomorphic simple objects (Proposition
3.4.8). We will give such an example.

Let k be an algebraically closed field and Q a Kronecker quiver, namely, Q : 1⇔ 2. We refer
the reader to [ARS, Section VIII.7] for the structure of mod kQ. We denote by E the subcategory
of mod kQ consisting of modules which does not contain S2 (simple modules supported at 2) as
a direct summand. Then E is closed under extensions, thus an exact category. Actually, E is a
torsion-free class associated with an APR cotilting module I1⊕ τS2, thus it is a functorially finite
torsion-free class (with infinitely many indecomposables).

Recall that for each element x = [x1 : x2] ∈ P1(k) in the projective line P1(k), we have a
regular module Rx with dimension vector (1, 1), that is, Rx is the following representation of Q.

k k
x2

x1

This assignment is injective, that is, we have Rx ∼= Ry if and only if x = y in P1(k). Now we claim
the following:

sim E = {S1} ∪ {Rx |x ∈ P1(k)}.
Actually, for any indecomposable preprojective module X except S1, it can be shown by explicit
calculation that there exists an exact sequence

0→ S1 → X → R→ 0
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such that R is a non-zero regular module. Thus such X is not simple in E . Moreover, any
indecomposable regular module is known to be written as a finite extension of Rx for some x ∈
P1(k). Therefore, indecomposable modules except S1 and Rx’s are not simple. On the other hand,
by considering dimension vectors, each Rx must be simple object, because dimRx = (1, 1) is an
atom of dim E . Thus Rx is simple in E for each x ∈ P1(k).

Therefore, M(E) has infinitely many atoms (since k is an infinite field), so it is not finitely
generated.

Furthermore, we claim that M(E) is not cancellative. In fact, for each x = [x1 : x2] ∈ P1(k),
we have an exact sequence

0 S1 P2 Rx 0

[−x2
x1

]

where P2 is an indecomposable projective module corresponding to 2 ∈ Q, and the left map is an
embedding of S1 into the socle S1 ⊕ S1 of P2. This shows that [S1] + [Rx] = [P2] holds for every
x ∈ P1(k). Since [Rx] 6= [Ry] inM(E) for x 6= y, we must conclude thatM(E) is not cancellative.

Moreover, this gives an example such that non-isomorphic simples may represent the same
element in the Grothendieck group. By Proposition 3.5.9, we have an isomorphism dim: K0(E)

∼−→
Z2. Thus for each x, y ∈ P1(k), we have [Rx] = [Ry] in K0(E).

3.8.3.2. Only finitely many indecomposables, but not cancellative. In the previous example,
the category we considered has infinitely many indecomposable objects. If an exact category E
has finitely many indecomposables, thenM(E) is finitely generated by a trivial reason, but it may
not be cancellative as we shall see.

Let Λ be the following algebra, which is defined by the ideal quotient of the path algebra:

Λ := k

 1 2

β

α

 /(β2)

Then the Auslander-Reiten quiver of mod Λ is as follows:

· · ·

· · ·

2
1

P1

M

P2

1

I1

P1

2
1

2

P2

M

I1

1

2

2
1

P1

M

P2

1

I1

P1

2
1

2

P2

M

I1

1

where we write composition factors of modules, and P1 = 1
1 , P2 =

2
1
1

, I1 =
2
1 2

1
and M := 1 2

1 .

Let E denote the additive subcategory of mod Λ corresponding to these gray regions: ind E =
{P1, P2, I1,M}. Then E is shown to be closed under extensions in mod Λ 2 , and the Auslander-
Reiten quiver of the exact category E is as follows:

M

P1 I1

P2

2This does not seem to be so trivial. One categorical way to show this is to use results in [Eno1, Eno2]. By

[Eno2, Corollary 3.10], one can endow E with the exact structure which corresponds to the Auslander-Reiten quiver
of E drawn below. In this exact structure, E has a progenerator P1⊕P2 = Λ, and one can consider the Morita type
embedding E(Λ,−) : E → modΛ, which is nothing but the inclusion functor. Then by [Eno1, Proposition 2.8], its

image, E, is an extension-closed subcategory of modΛ.
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By checking subobjects, it can be shown that all 4 indecomposable objects in E are simple objects
in E . However, by the Auslander-Reiten quiver of mod Λ, it can be checked that we have the
following conflations in E :

0 P1 M ⊕ P2 I1 0,

0 M P1 ⊕ I1 M 0,

0 P1 P2 ⊕ P2 I1 0.

This implies the equality [M ] + [M ] = [M ] + [P2] = [P2] + [P2] in M(E). Since [M ] 6= [P2] by
Proposition 3.3.6, we must have that M(E) is not cancellative.

3.9. Problems

In this section, we collect some open problems on several topics in this paper.
As we saw in Section 7, the computation of the Grothendieck monoid is rather difficult if it

fails to be cancellative.

Problem 3.9.1. Let E be an exact category. Is there any criterion to check whether M(E) is
cancellative?

This leads to the following question.

Problem 3.9.2. Is there an example of an exact category E which satisfies the following
conditions:

(1) E has finitely many indecomposable objects up to isomorphism.
(2) E = ⊥U for a cotilting module U over an artin algebra Λ, or more strongly, E is a

torsion-free class of mod Λ.
(3) M(E) is not cancellative.

If we drop (1) or (2), then we have such an example (Section 3.8.3.1 and 3.8.3.2 respectively).
In what follows, let F be a functorially finite torsion-free class of mod Λ for an artin algebra

Λ. The most general (and thus difficult) problem is the following:

Problem 3.9.3. Compute the Grothendieck monoid M(F), more precisely, draw the Cayley
quiver as we did in Proposition 3.7.6.

As a first approximation toM(F), the following problem naturally occurs, which is of interest
in its own right.

Problem 3.9.4. For a given torsion-free class F , classify (or count) simple objects in F .

Of course, we cannot expect the general classification of simples, but it may be done when Λ
and F are given explicitly.

The cancellative quotientM(F)can is easier to handle with by Corollary 3.5.9: it is nothing but
the monoid of dimension vectors dimF . Moreover, it is a finitely generated submonoid of Nn by
Proposition 3.5.16. Such a monoid is called a positive affine monoid, and this class is investigated
in the theory of combinatorial commutative algebra and toric geometry via its monoid algebra.
We refer the reader to [BrGu] for the details on affine monoids and affine monoid algebras.

Problem 3.9.5. For a given torsion-free class F , investigate the combinatorial property of
the affine monoid dimF , the monoid of dimension vectors of modules in F . In particular,

• Is this monoid normal?
• Describe the minimal generating set of it (this is related to simple objects in F).
• When does this monoid homogeneous (this is related to the unique length property of F)?
• Compute invariants of this monoid, such as extreme rays, the class group, support hy-

perplanes, and so on.

Finally, we consider topics in Section 7. Let Q be a quiver of type A (or more generally,
any Dynkin type, see Remark 3.6.19). Theorem 3.6.12 gives an explicit description of torsion-free
classes of mod kQ. Thus it is reasonable to expect that Problems 3.9.3 and 3.9.5 may be easier
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in this case. In addition, the author does not know when the uniqueness of lengths holds, except
Example 3.8.5.

Problem 3.9.6. In the situation of Theorem 3.6.12, is there a combinatorial criterion for w
to check whether F(w) has the unique length property?

Also the following (purely combinatorial) problem is of interest.

Problem 3.9.7. For a Coxeter element c, is there any closed formula which gives the number
of torsion-free classes satisfying (JHP), or equivalently, the number of c-sortable elements w such
that # supp(w) = # Binv(w) holds?

3.A. Preliminaries on monoids

We collect some basic definitions and properties on monoids needed in this paper. Recall that
monoids are always assumed to be a commutative monoid with a unit, and that we use an additive
notation with unit 0.

3.A.1. Basic definitions. First, we collect some basic definitions on monoids.

Definition 3.A.1. Let M be a monoid.

(1) M is reduced if a+ b = 0 implies a = b = 0 for a, b ∈M .
(2) M is cancellative if a+ x = a+ y implies x = y for a, x, y ∈M .

There exists a natural pre-order ≤ on any monoid, defined as follows.

Definition 3.A.2. Let M be a monoid. We define x ≤ y if there exists some a ∈ M such
that y = x+ a.

It can be checked that x ≤ y if and only if y ∈ x+M if and only if y+M ⊂ x+M . This pre-
order is sometimes called Green’s pre-order in semigroup theory, e.g. [Gri1, Gri2], or divisibility
pre-order in the multiplicative theory of integral domains, e.g. [GH-K].

Definition 3.A.3. A monoid M is called naturally partially ordered if the pre-order ≤ on M
is a partial order, that is, x ≤ y and y ≤ x implies x = y.

The following properties can be easily checked.

Proposition 3.A.4. Let M be a monoid. Then M is reduced if and only if 0 ≤ x ≤ 0 implies
x = 0 for every x ∈M . In particular, a naturally partially ordered monoid is reduced.

Although we cannot naively take quotients of monoids as in abelian groups since there may
not exist additive inverses, we can obtain some kind of quotient monoids by considering quotient
sets with respect to monoid congruences, defined as follows.

Definition 3.A.5. Let M be a monoid. The equivalence relation ∼ is called a (monoid)
congruence if x ∼ y implies a + x ∼ a + y for every a, x, y ∈ M . In this case, the quotient set
M/ ∼ of equivalence classes naturally has the structure of a monoid.

We often use the smallest monoid congruence generated by some binary relation. See e.g.
[Gri1, Propositions I.4.1, I.4.2] for the detail.

Proposition 3.A.6. Let M be a monoid and ∼ an arbitrary (not necessarily equivalence)
binary relation on M . Then there exists the smallest monoid congruence ≈ which contains ∼, that
is, x ∼ y implies x ≈ y for x, y ∈M .

3.A.2. Factorization properties on monoids. Let us define several notions on the unique
factorization property on monoids. We refer the reader to [GH-K] for the details in this subsection
(be aware that monoids in [GH-K] are assumed to be cancellative, but contents in this subsec-
tion hold in non-cancellative monoids). The most typical one is the freeness of monoids, which
corresponds to (JHP) for exact categories by our main result (Theorem 3.4.9).

Definition 3.A.7. Let M be a monoid.
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(1) We say that a monoid is finitely generated if there exists a finite subset of M which
generates M .

(2) For a subset A of M , we say that M is free on A if every element x ∈M can be written
as a finite sum of elements in A in a unique way up to permutations. A monoid is called
free if it is free on some subset of M .

For a set A, we denote by N(A) the submonoid
⊕

a∈A Na of the free abelian group Z(A) :=⊕
a∈A Za with basis A, which consists of finite sums of non-negative linear combinations of ele-

ments in A. It is easy to see that N(A) is free on A and that a monoid is free if and only if it
is isomorphic to N(A) for some set A. If A is a finite set, then we often write NA = N(A) and
ZA = Z(A). Moreover it is obvious that a free monoid is reduced.

Now let us consider elements of a monoid which cannot be decomposed into smaller ones.
Here, for simplicity, we only consider reduced monoids (this is a reasonable assumption since
Grothendieck monoids are reduced by Proposition 3.3.5).

Definition 3.A.8. Let M be a reduced monoid.

(1) A non-zero element x of M is called an atom if x = y + z implies either y = 0 or z = 0
for y, z ∈M . We denote by AtomM the set of all atoms in M .

(2) M is called atomic if AtomM generates M , that is, every element of M is a finite sum
of atoms.

(3) M is called factorial if every element can be expressed as a finite sum of atoms, and this
expression is unique up to permutations.

(4) M is called half-factorial if it is atomic, and for every element x and expressions

x = a1 + · · ·+ an

with ai ∈ AtomM , the number n depends only on x.

The following observations can be proved directly from the definitions.

Proposition 3.A.9. Let M be a reduced monoid. Then the following hold.

(1) If M is generated by a subset A, then AtomM ⊂ A holds. In particular, AtomM is a
finite set for a finitely generated monoid M .

(2) M is finitely generated and atomic if and only if M is atomic and AtomM is a finite
set.

(3) If M is free on a subset A of M , then A = AtomM holds.
(4) If M is free, then it is atomic, cancellative and factorial.
(5) M is free if and only if M is factorial.

3.A.3. Group completion. For a given monoid M , there is the universal construction which
transforms M into a group. We call it a group completion in this paper.

Definition 3.A.10. Let M be a monoid. Then the group completion gpM is an abelian
group gpM together with a map ι : M → gpM which satisfies the following universal property:

(1) ι is a monoid homomorphism.
(2) Every monoid homomorphism f : M → G into a group G factors uniquely ι, that is,

there exists a unique group homomorphism f : gpM → G which satisfies f = ιf .

Example 3.A.11. Let M be a monoid which is free on A. Then gpM is a free abelian group
with basis A, that is, gp(N(A)) = Z(A). The original basis A can be reconstructed from M since
A = AtomM , but this information is lost when taking the group completion, since bases of the
free abelian group is far from unique. This is one reason why we consider monoids, not groups.

The explicit construction of the group completion is given as follows.

Proposition 3.A.12. Let M be a monoid. Define an equivalence relation ∼ on the set M×M
by

(x1, y1) ∼ (x2, y2) :⇔ there exists an element a ∈M such that x1 + y2 + a = x2 + y1 + a.
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Then the quotient set (M ×M)/ ∼, together with a map M → (M ×M)/ ∼ given by x 7→ (x, 0),
is a group completion of M .

The cancellation property are related to the group completion as follows.

Proposition 3.A.13. Let M be a monoid. Then it is cancellative if and only if the natural
map ι : M → gpM is an injection if and only if there is an injective monoid homomorphism into
some group. In this case, every injective monoid homomorphism ϕ : M → G such that ϕ(M)
generates G is automatically a group completion of M .

It follows that the image of the group completion is always cancellative. One of the difficulty
of dealing with a monoid M is that M may not be cancellative. Thus this image is much easier to
deal with than M , and it has more information on its group completion gpM . This corresponds
to the positive part of the Grothendieck group, see Section 3.3.2.

Definition 3.A.14. Let M be a monoid. We denote by Mcan the image of the group comple-
tion ι : M → gpM , and call it the cancellative quotient of M .

We leave it the reader to check Mcan is actually the largest cancellative quotient of M :

Proposition 3.A.15. Let M be a monoid and define an equivalence relation ∼can on M by

x ∼can y :⇔ there exists an element a ∈M such that x+ a = y + a.

Then ∼can is a monoid congruence on M , and we have an isomorphism of monoids Mcan
∼=

M/ ∼can. Consequently, for every monoid homomorphism ϕ : M → N to a cancellative monoid
N , there exists a unique monoid homomorphism ϕ : Mcan → N such that ϕ = ϕι.

3.A.4. Length-like functions on monoids. We will introduce a kind of length on monoids,
which corresponds to length-like functions on exact categories introduced in Definition 3.4.1.

Definition 3.A.16. Let M be a monoid. A length-like function on M is a monoid homomor-
phism ν : M → N such that ν(x) = 0 implies that x = 0.

The existence of a length-like function implies some nice properties.

Proposition 3.A.17. Let M be a monoid and suppose that there exists a length-like function
ν : M → N on M . Then the following hold.

(1) M is naturally partially ordered, hence reduced.
(2) M is atomic.

Proof. (1) Suppose that x ≤ y ≤ x holds for x, y ∈M . Since ν is a monoid homomorphism,
it follows immediately that ν(x) ≤ ν(y) ≤ ν(x) holds, thus ν(x) = ν(y). On the other hand, we
have y = x+ a for some a ∈M by x ≤ y. Thus ν(y) = ν(x) + ν(a), which implies that ν(a) = 0.
Since ν is a length-like function, a = 0 holds, hence x = y. Thus M is naturally partially ordered,
so it is reduced by Proposition 3.A.4.

(2) Suppose that M is not atomic. Then take an element x such that:

(a) x 6= 0.
(b) x cannot be expressed as a finite sum of atoms.
(c) ν(x) is minimal among those x which satisfy (a) and (b).

Obviously x is not an atom by (b). Thus there is a decomposition x = y+z with y, z 6= 0. Clearly
either y or z satisfies (b), so let us assume that y satisfies (b). However, we have ν(x) = ν(y)+ν(z)
with ν(y), ν(z) 6= 0 since ν is a length-like function. Therefore ν(y) < ν(x) and y satisfies (a) and
(b). This contradicts the minimality of x. �

For later use, we show the following characterization of half-factorial monoids.

Lemma 3.A.18. Let M be a monoid. Then the following are equivalent:

(1) M is a half-factorial monoid.
(2) M has a length-like function ν satisfying ν(a) = 1 for every a ∈ AtomM .
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Proof. (1) ⇒ (2) Suppose that M is half-factorial. We define a monoid homomorphism

l : M → N as follows: For every x in E , we can write x =
∑l
i=1 ai in M(E) with ai ∈ AtomM

for each i since M is atomic. We set l(x) := l. Since M is half-factorial, l does not depend on
the choice of expressions, thus this map is well-defined. Furthermore, it is easy to see that l is a
length-like function and that l(a) = 1 for every a ∈ AtomM .

(2) ⇒ (1): First observe that M is reduced and atomic by Proposition 3.A.17. Let x be an
element of M . Consider any expression

x = a1 + · · ·+ an

with ai ∈ AtomM . Then by (2), we have that ν(x) = ν(a1) + · · · + ν(an) = n. Therefore, the
number n depends only on x, so M is half-factorial. �

3.A.5. Characterizations of free monoids. In what follows, we give a criterion for a given
monoid to be free. We use this results to check (JHP) in Section 4.

If a monoid M is free, then it has a length-like function (Lemma 3.A.18), its group completion
is also free, and its rank coincides with the number of atoms. In general, we have the following
inequality.

Proposition 3.A.19. Let M be a reduced atomic monoid and suppose that gpM is a free
abelian group. Then the following inequality holds.

rank(gpM) ≤ # AtomM

Proof. Let ι : M → gpM denote the group completion. As an abelian group, gpM is
generated by ιM , so it is generated by ι(AtomM). Thus rank(gpM) ≤ # AtomM holds. �

The following gives a kind of converse of this. This is an important characterization of free
monoids, which is very useful to our setting.

Theorem 3.A.20. Let M be a monoid, and denote by ι : M → gpM the group completion of
M . Then the following are equivalent:

(1) M is a free monoid.
(2) M has a length-like function, ι is injective on AtomM , and gpM is a free abelian group

with basis ι(AtomM).
(3) M is reduced atomic, ι is injective on AtomM , and gpM is a free abelian group with

basis ι(AtomM).
(4) M is reduced atomic, ι is injective on AtomM , and all elements in ι(AtomM) are linearly

independent over Z.

Proof. (1) ⇒ (2): M has a length-like function by Proposition 3.A.18. Since M is free, it is
free on AtomM by Proposition 3.A.9 (3), and we have an isomorphism M ∼= N(AtomM). Thus we
have gpM ∼= Z(AtomM) by Example 3.A.11. Thus (2) follows.

(2) ⇒ (3): This follows from Proposition 3.A.17.
(3) ⇒ (4): This is trivial.
(4) ⇒ (1): Define a monoid homomorphism ϕ : N(AtomM) → M by ϕ(a) = a for each a ∈

AtomM . We claim that this map is an isomorphism of monoids. It suffices to show that ϕ is a
bijection.

Since M is reduced and atomic, every element of M is a finite sum of atoms. Thus ϕ is a
surjection. On the other hand, consider the following commutative diagram of monoids

N(AtomM) M

Z(AtomM) gpM,

ϕ

i ι

ϕ

where ι and i are group completions of M and N(AtomM) respectively, and ϕ is a group homomor-
phism induced by ϕ. Here i is obviously an injection. Moreover, since ι is injective on AtomM and
all elements in ι(AtomM) are linearly independent, ϕ is an injection. Then the above commutative
diagram shows that so is ϕ. Therefore ϕ is a bijection. �
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Under the assumption of finite generation, we have a more convenient characterization, in
which we only have to count the number of atoms.

Corollary 3.A.21. Let M be a monoid, and denote by ι : M → gpM the group completion
of M . Then the following are equivalent:

(1) M is finitely generated and free as a monoid.
(2) M is a free monoid and # AtomM is finite.
(3) M is reduced and atomic, ι is injective on AtomM and gpM is a free abelian group of

finite rank with basis ι(AtomM).
(4) The following hold:

(a) M is reduced and atomic.
(b) gpM is a free abelian group of finite rank.
(c) # AtomM = rank(gpM) holds, where rank denotes a rank as an abelian group.

Proof. (1) ⇒ (2): This follows from Proposition 3.A.9 (1).
(2) ⇒ (3): This follows from (1) ⇒ (3) in Theorem 3.A.20.
(3) ⇒ (4): Trivial.
(4) ⇒ (1): We use the same notations and strategy as in the proof of (4) ⇒ (1) in Theorem

3.A.20. It suffices to show that the natural map ϕ : ZAtomM → gpM is an isomorphism. Since
ϕ is a surjection, so is ϕ. On the other hand, we have that gpM is free of rank # AtomM . By
counting ranks, it follows that ϕ is an isomorphism. �



CHAPTER 4

Bruhat inversions in Weyl groups and torsion-free classes
over preprojective algebras

This chapter is based on [Eno5].
For an element w of the simply-laced Weyl group, Buan-Iyama-Reiten-Scott defined a subcat-

egory F(w) of a module category over a preprojective algebra of Dynkin type. This paper aims at
studying categorical properties of F(w) via its connection with the root system. We show that by
taking dimension vectors, simple objects in F(w) bijectively correspond to Bruhat inversion roots
of w. As an application, we obtain a combinatorial criterion for F(w) to satisfy the Jordan-Hölder
property (JHP). To achieve this, we develop a method to find simple objects in a general torsion-
free class by using a brick sequence associated to a maximal green sequence of it. For type A case,
we give a diagrammatic construction of simple objects, and show that (JHP) can be characterized
via a forest-like permutation, introduced by Bousquet-Mélou and Butler in the study of Schubert
varieties.

4.1. Introduction

This paper focuses on the interplay between the preprojective algebras of Dynkin type and
the root system. More precisely, we study a certain subcategory F(w) of the module category of
the preprojective algebra via an inversion set in the root system.

4.1.1. Background. Let Φ be the simply-laced root system of type X and W the corre-
sponding Weyl group. Let Q be a quiver of type X, that is, the underlying graph of Q is the
Dynkin diagram X. Then the celebrated Gabriel’s theorem gives a bijection between indecompos-
able representations of Q and positive roots in Φ, by taking dimension vectors.

A preprojective algebra Π of Φ is a finite-dimensional algebra which unifies the representation
theory of all quivers of type X, and has a lot of symmetry compared to path algebras. This algebra
has been one of the most important objects in the representation theory of algebras, for example,
[AIRT, BIRS, GLS, IRRT, Miz], and also plays an important role in the theory of crystal bases
of quantum groups, for example, [Lus, KaSa].

In this paper, we focus on a certain subcategory F(w) of mod Π associated to an element w
of W introduced by Buan-Iyama-Reiten-Scott [BIRS] (under the name Cw). This category has
a nice structure related to cluster algebras, that is, a stably 2-Calabi-Yau Frobenius category
admitting a cluster-tilting object. Indeed, Geiss-Leclerc-Schröer later [GLS] proved that F(w)
gives a categorification of the cluster algebra structure on the coordinate ring of the unipotent cell
in the complex simple Lie group of Dynkin type X.

The category F(w) naturally arises also from the viewpoint of the representation theory of
algebras, as well as the lattice theoretical study of the Weyl group. This category is a torsion-free
class in mod Π, that is, closed under submodules and extensions. Mizuno [Miz] proved that the
map w 7→ F(w) is actually a bijection from W to the set torf Π of all torsion-free classes in mod Π.
He also proved that this bijection is an isomorphism of lattices, where we endow W with the right
weak order and torf Π the inclusion order. Via this isomorphism, lattice theoretical properties of
W were investigated in [IRRT, DIRRT].

4.1.2. Main results. It is natural to expect that categorical properties of F(w) are related
to combinatorial properties of w. In this direction, we prove the two main results: we classify
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simple objects in F(w) (Theorem A), and give a criterion for the validity of the Jordan-Hölder
type theorem in F(w) (Theorem C).

A Π-module M in F(w) is called a simple object in F(w) if there is no non-trivial submodule
L of M satisfying L,M/L ∈ F(w). This notion was introduced in the context of Quillen’s exact
categories, and has been investigated by several papers such as [Eno4, BHLR]. In [Eno4], the
author classified simple objects in a torsion-free class in mod kQ for type A case, and the original
motivation of this paper is to generalize this to other Dynkin types and to preprojective algebras.

Our strategy is to consider F(w) via the root system Φ. For M ∈ mod Π, we can regard its
dimension vector as a vector in the ambient space of Φ naturally. Let inv(w) be the set of inversions
of w, positive roots which are sent to negative by w−1. Then any M ∈ F(w), its dimension vector
dimM is a non-negative integer linear combination of inversions of w (Corollary 4.4.5). In parallel
with simples in F(w), it is natural to consider an inversion of w which cannot be written as a
sum of inversions of w non-trivially. We call such a root a Bruhat inversion (Definition 4.2.11,
Theorem 4.2.17). Then the first main result of this paper is the following:

Theorem J (= Corollary 4.4.9). Let Π be the preprojective algebra of Dynkin type and w
an element of the corresponding Weyl group W . Then by taking dimension vectors, we have the
bijection between the following two sets:

(1) The set of isomorphism classes of simple objects in F(w).
(2) The set of Bruhat inversions of w.

This immediately deduces the similar result for the case of the path algebra kQ. A torsion-free
class in mod kQ bijectively corresponds to a cQ-sortable element of W by [IT]. For such an element
w of W , we have a torsion-free class FQ(w) in mod kQ, which is actually equal to the restriction
of F(w) to mod kQ (Proposition 4.5.4). Then we have the same result for FQ(w):

Theorem K (= Theorem 4.5.5). Let Q be the Dynkin quiver, w a cQ-sortable element of
the Weyl group W and FQ(w) the corresponding torsion-free class in mod kQ. Then by taking
dimension vectors, we have the bijection between the following two sets:

(1) The set of isomorphism classes of simple objects in FQ(w).
(2) The set of Bruhat inversions of w.

As an application, we can characterize the validity of the Jordan-Hölder property (JHP) in
F(w) or FQ(w). We say that a torsion-free class F satisfies (JHP) if for any M in F , any relative
composition series of M in F are equivalent (see Definition 4.4.10 for the precise definition). By
using the characterization of (JHP) obtained in [Eno5], we prove the following second main result.

Theorem L (= Theorem 4.4.15, Proposition 4.A.6). Let Π be the preprojective algebra of
Dynkin type and w an element of the corresponding Weyl group W . Then the following are
equivalent:

(1) F(w) satisfies (JHP).
(2) Bruhat inversions of w are linearly independent.
(3) The number of Bruhat inversions of w is equal to that of supports of w.

Moreover, for the type A case, the above statements are equivalent to the following:

(4) w is forest-like in the sense of [BMB], that is, its Bruhat inversion graph is acyclic.

Here a support of w is a vertex i in the Dynkin diagram X such that the reduced expression of
w contains the simple reflection si. See Appendix 4.A.2 for the details on forest-like permutations.
The same result also holds for the case of path algebras (Corollary 4.5.6).

To show these results, we develop a method to find simple objects in a given torsion-free class
F by using a brick sequence associated to a maximal green sequence of F . A maximal green
sequence of F is just a saturated chain 0 = F0 l F1 l · · · l Fl = F of torsion-free classes. We
can associate to it a sequence of bricks (modules B such that EndΛ(B) is a division ring) by using
the brick labeling introduced in [DIRRT]. Once we can compute one brick sequence of F , the
following gives a way to determine all simple objects in F :
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Proposition M (= Corollary 4.3.12). Let Λ be a finite-dimensional algebra and F a torsion-
free class in mod Λ. Suppose that there is a maximal green sequence of F , and let B1, . . . , Bl be
the associated brick sequence. Then the following hold:

(1) Every simple object in F is isomorphic to Bi for some i.
(2) For 1 ≤ i ≤ l, the following are equivalent:

(a) Bi is a simple object in F .
(b) Every morphism Bi → Bj with i < j is either zero or injective.
(c) There is no surjection Bi � Bj with i < j.

4.1.3. Organization. This paper is organized as follows. In Section 4.2, we give root-
theoretical preliminaries and results. More precisely, we characterize Bruhat inversions (Theorem
4.2.17). Next we introduce a root sequence associated to a reduced expression of an element of W ,
which plays an important role later. In Section 4.3, we develop a general theory of simple objects
in a torsion-free class, and prove Proposition M. In Section 4.4, we focus on torsion-free classes
over preprojective algebras of Dynkin type. We show that a brick sequence of F(w) categorifies
a root sequence of w, and prove Theorem J, K. In Section 4.5, we deduce several results on path
algebras using preprojective algebras, and prove Theorem L. In the appendix, we give two com-
binatorial interpretation of the results for type A case. In Section 4.A.1, we give a diagrammatic
construction of simple objects in F(w) using arc diagrams, and in Section 4.A.2, we show that
F(w) satisfies (JHP) if and only if w is a forest-like permutation.

4.1.4. Conventions and notation. Throughout this paper, we assume that all categories
are skeletally small, that is, the isomorphism classes of objects form a set. In addition, all subcat-
egories are assumed to be full and closed under isomorphisms. For a Krull-Schmidt category E ,
we denote by ind E the set of isomorphism classes of indecomposable objects in E . We denote by
|X| the number of non-isomorphic indecomposable direct summands of X.

For a poset P and two elements a, b ∈ P with a ≤ b, we denote by [a, b] the interval poset
[a, b] := {x ∈ P | a ≤ x ≤ b} with the obvious partial order. For x, y ∈ P , we say that x covers y
if x > y holds and there exists no z ∈ P with x > z > y. In this case, we write xm y or y l x.

For a set A, we denote by #A the cardinality of A.

Acknowledgement. The author would like to thank his supervisor Osamu Iyama for many
helpful comments and discussions. He is also grateful to Yuya Mizuno for explaining to him arc
diagrams and bricks for type A case. This work is supported by JSPS KAKENHI Grant Number
JP18J21556.

4.2. Preliminaries on root system

In this section, we give some results on root systems which we need later. In particular, we
give a definition and characterization of Bruhat inversions, and introduce the notion of a root
sequence.

4.2.1. Basic definitions. First we recall some basic definitions and properties of root sys-
tems. We refer the reader to [Hum1, Hum2] for the details.

Let V be the Euclidean space, that is, a finite-dimensional R-vector space with the positive
definite symmetric bilinear form (−,−) : V × V → R.

For two vectors α, β ∈ V with α 6= 0, we put

〈β, α〉 := 2
(β, α)

(α, α)
.

Note that 〈−, α〉 is linear but 〈α,−〉 is not. For α ∈ V with α 6= 0, we denote by tα : V → V the
reflection with respect to α, that is,

tα(β) = β − 〈β, α〉α.

Definition 4.2.1. A subset Φ of the Euclidean space V is called a root system if it satisfies
the following axioms:

(R0) Φ is a finite subset of V which spans V as an R-vector space, and does not contain 0.
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(R1) Φ ∩ Rα = {α,−α} for every α ∈ Φ.
(R2) tα(Φ) = Φ for every α ∈ Φ.
(R3) 〈β, α〉 ∈ Z for every α, β ∈ Φ.

A root system is called simply-laced if it satisfies the following condition.

(R4) 〈α, β〉 = 〈β, α〉 for every α, β ∈ Φ.

Obviously (R4) is equivalent to that for every α, β ∈ Φ, if (α, β) 6= 0, then α and β have the
same length, that is, (α, α) = (β, β).

Possible values of integers 〈α, β〉 in (R3) are very limited as follows.

Proposition 4.2.2 ([Hum1, 9.4]). Let Φ be a root system, and let α and β be two roots in Φ
with (α, α) ≤ (β, β). Then the following hold:

(1) 〈α, β〉 · 〈β, α〉 ≥ 0 and (|〈α, β〉|, |〈β, α〉|) ∈ {(0, 0), (1, 1), (1, 2), (1, 3), (2, 2)}.
(2) β = ±α if and only if (|〈α, β〉|, |〈β, α〉|) = (2, 2).
(3) Φ is simply-laced if and only if 〈α, β〉 ∈ {−1, 0, 1} for every α, β ∈ Φ with α 6= β.

Throughout this section, we will use the following notation:

• Φ is a root system in V .
• We fix a choice of simple roots ∆ of Φ.
• Φ+ (resp. Φ−) is the set of positive roots (resp. negative roots) in Φ with respect to ∆.
• W is the Weyl group associated with Φ, that is, W is a subgroup of GL(V ) generated

by tα with α ∈ Φ.
• T ⊂W is a set of reflections in W , that is, T = {tα ∈W |α ∈ Φ}.
• We often write sα = tα if α is a simple root.

It is well-known that W is generated by simple reflections. For w ∈W , let

w = s1 · · · sl
be such an expression. Then this expression is called a reduced expression if l is minimal among
all such expressions. In this case, l is called the length of w and we write `(w) := l.

On the reduced expression, we will need the following exchange property later.

Lemma 4.2.3 ([Hum2, 1.6, 1.7]). Let w = s1 · · · sl be a reduced expression of w ∈ W , and let
α be a simple roots. Then the following are equivalent:

(1) s1 · · · slsα is not reduced, that is, `(wsα) < `(w).
(2) There exists i such that s1 · · · slsα = s1 · · · ŝi · · · sl (si omitted).
(3) w(α) ∈ Φ−.

4.2.2. Inversion sets and root sequences. For w ∈W , we define inv(w) by

inv(w) := Φ+ ∩ w(Φ−),

that is, inv(w) is the set of positive roots which are sent to negative roots by w−1. We call
an element of inv(w) an inversion of w. This set plays an important role in this paper, since
it corresponds to the set of dimension vectors of bricks in a torsion-free class F(w) over the
preprojective algebra (Corollary 4.4.5).

The following description of inversion sets is well-known.

Proposition 4.2.4 ([Hum2, 1.7]). Let w be an element of W . Take a reduced expression
w = sα1

· · · sαl of w with αi ∈ ∆. Then we have

inv(w) = {α1, sα1
(α2), sα1

sα2
(α3), . . . , sα1

· · · sαl−1
(αl)},

and all the elements above are distinct. In particular, we have # inv(w) = `(w).

By using this, we can easily show the following property.

Lemma 4.2.5. Let v and w elements of W satisfying `(vw) = `(v) + `(w). Then we have
inv(vw) = inv(v) t v(inv(w)).
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If we choose a reduced expression of w, then Proposition 4.2.4 gives a sequence of positive
roots. It turns out that the order of appearance are important for our purpose. This leads to the
notion of root sequences.

Definition 4.2.6. Let W be the Weyl group of a root system Φ.

(1) Let w be an element of W and w = sα1
· · · sαl a reduced expression of w. Then a root

sequence of w associated to this expression is a (ordered) sequence of positive roots

α1, sα1
(α2), sα1

sα2
(α3), . . . , sα1

· · · sαl−1
(αl).

(2) A root sequence is a sequence of roots which arises as a root sequence of some reduced
expression of some element w in W . We call such a sequence a root sequence of w.

The notion of root sequences appeared in several papers: they are called compatible (convex)
orderings in [Pap], reflection orderings in [Dye]. We borrowed the terminology root sequences from
[GL, FS].

We will use the following characterization of inversion sets and root sequences due to Papi
later.

Theorem 4.2.7 ([Pap]). A sequence R of positive roots is a root sequence if and only if the
following two conditions are satisfied for any pair of positive roots α, β satisfying α+ β ∈ Φ+:

(1) If α and β appear in R, then α+ β appears between α and β in R.
(2) If α+ β appears in R, then one of α and β appears and precedes α+ β in R.

To give examples of root sequences (and its connection with brick sequence defined in the next
section), it is convenient to introduce the right weak order ≤R on W and its Hasse quiver. Define
a quiver Hasse(W,≤R) as follows:

• A vertex set of Hasse(W,≤R) is W .
• We draw an arrow v ← vs if `(vs) = `(v) + 1 for v ∈W and a simple reflection s ∈W .

Then define a partial order ≤R on W by v ≤R w if and only if there is a path from w to v in
Hasse(W,≤R). It is known that (W,≤R) is actually a lattice, see e.g. [BB, 3.2], and Hasse(W,≤R)
is actually a Hasse quiver of (W,≤R) defined later.

By construction, each reduced expression of w = s1s2 · · · sl gives a reverse path e ← s1 ←
s1s2 ← · · · ← w from e to w in Hasse(W,≤R), and this correspondence is a bijection. We define
the root labeling of arrows in Hasse(W,≤R) by attaching a positive root v(α) to an arrow v ← vsα.
Then a root sequence associated to a reduced expression w = s1 · · · sl is obtained by reading labels
of the corresponding reverse path e← s1 ← · · · ← w.

Example 4.2.8. Let Φ be the root system of type A3 with its Dynkin graph 1—2—3. We
denote by si (resp. αi) the simple reflection (resp. simple root) associated to the vertex i for
1 ≤ i ≤ 3. Consider w = s1s2s3s1s2 ∈ W . Figure 1 shows all the reverse paths from e to w and
its root labeling. Here we write s1231 := s1s2s3s1 and 110 := α1 + α2 for example. Then the left

w = s12312

s1231 s2312

s123 s121 s231

s12 s21 s23

s1 s2

e

011 100

111
010

111

111
010

100
110

011

110 110
011

100 010

Figure 1. Root sequences of w = s12312

most path corresponds to a reduced expression s12312, and the right most corresponds to s23121.
Their associated root sequences are 100, 110, 111, 010, 011 and 010, 011, 110, 111, 100 respectively.
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Example 4.2.9. Let Φ be the root system of type D4, whose Dynkin diagram is as follows:

2

1 0 3

Consider w = s012301230 (here we use the same notation as in Example 4.2.8). Figure 2 shows all the
reduced expressions of w and its root sequence. For example, the right most path gives a reduced

w = s012301230

s01230123

s0123023 s0123013 s0123012

s012303 s012302 s012301

s01203 s01230 s01302 s02301

s0120 s0123 s0130 s0230

s012 s013 s023

s01 s02 s03

s0

e

1
111

1
011 0

111

1
110

0
111

1
011

1
110

0
111

1
011

0
011

1
110

1
110

0
111

1
011

0
110

1
121

1
121

1
121

1
010

1
121

1
110

1
010

0
011 0

110
0

111
1

011

1
010

0
011

0
110

0
011

1
010

0
110

1
010

0
110

0
011

0
010

Figure 2. Root sequences for w = s012301230

expression w = s012030210 with its associated root sequence 0
010,

0
110,

1
010,

1
110,

1
121,

0
011,

0
111,

1
011,

1
111 (here

as before, 1
011 denotes α0 + α2 + α3 for example).

4.2.3. Bruhat inversions. A simple root in a root system is indecomposable in Φ+ in the
sense that we cannot write it as a positive linear combination of positive roots in a non-trivial
way.

We are interested, not in the whole set of positive roots, but in the inversion set inv(w) for
a fixed w ∈ W . It is natural to ask which elements are indecomposable in the above sense. This
leads to the notion of Bruhat inversions.

Let us begin with the property of reflections with respect to inversion roots of w.

Proposition 4.2.10 ([Hum2, Theorem 5.8], [BB, Theorem 1.4.3]). Let w be an element of W
and β a positive root. Then the following hold:

(1) Then β ∈ inv(w) if and only if `(tβw) < `(w) holds.
(2) Let s1s2 · · · sl = w be a reduced expression with si = sαi , and let β1, β2, . . . , βl a root

sequence associated to it. Then we have

tβiw = s1s2 · · · ŝi · · · sl.

Next we will define Bruhat inversions of elements in W . Recall that the Bruhat order on W is
the transitive closure of the following relation: for every t ∈ T and w ∈W satisfying `(tw) < `(w),
we have tw ≤ w.
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Definition 4.2.11. Let w be an element of W and β a positive root. Then β is a Bruhat
inversion of w if it satisfies `(tβw) = `(w)− 1. We denote by Binv(w) the set of Bruhat inversions
of w. We call an element of inv(w) \ Binv(w) a non-Bruhat inversion of w.

By the description in Proposition 4.2.10, the number of Bruhat inversions can be computed
as follows: fix a reduced expression w = s1 · · · sl of w, then # Binv(w) is the number of i’s such
that deleting si from this expression still yields a reduced expression.

A Bruhat inversion is closely related to the covering relation in the Bruhat order as follows.

Proposition 4.2.12. For w ∈W and β ∈ Φ+, the following are equivalent:

(1) β ∈ Binv(w), that is, β is a Bruhat inversion of w.
(2) w covers tβw in the Bruhat order of w.

Proof. This easily follows from Proposition 4.2.10 and the chain property of the Bruhat
order, see [BB, Theorem 2.2.6] for example. �

The following is an example of Bruhat inversions for type A case (we refer the reader to the
appendix for the detail).

Example 4.2.13. Let Φ be the standard root system of type An, and α1, . . . , αn the simple
roots. Then positive roots are of the form β(i j) := αi+αi+1 + · · ·+αj−1 for 1 ≤ i < j ≤ n+1. We
can identify W with the symmetric group Sn+1. For w in W = Sn+1, we have that β(i,j) ∈ inv(w)

if and only if (i, j) is the classical inversion of w, that is, i < j and w−1(i) > w−1(j) holds.
Moreover, we can easily see that β(i,j) ∈ Binv(w) if and only if β(i,j) ∈ inv(w) and there is no
i < k < j with β(i,k), β(k,j) ∈ inv(w). For example, if w = 42153 ∈ S5, we have inv(w) =
{β(1,2, β(1,4), β(2,4), β(3,4), β(3,5)} and Binv(w) = inv(w) \ {β(1,4)}.

For a fixed element w ∈ W , we will give a characterization of Bruhat inversions of w among
all inversions of w. To do this, we prepare some lemmas.

The following is known as the lifting property of the Bruhat order.

Lemma 4.2.14 ([BB, Proposition 2.2.7]). Let v and w be elements in W satisfying v < w, and
let s be a simple reflection. If `(sv) = `(v) + 1 and `(sw) = `(w)− 1 holds, then we have sv < w
and v < sw.

By using the lifting property, we can show the following technical lemma.

Lemma 4.2.15. Let w be an element of W and β ∈ Binv(w), and put t = tβ ∈W . Then either
one of the following holds:

(1) β is a simple root.
(2) There exists a simple reflection s ∈W which satisfies the following two conditions:

(a) `(sw) = `(w) + 1.
(b) `(stw) = `(tw) + 1.

Proof. Suppose that (2) does not hold. We will show that β must be simple.
Since (2) does not hold, for every simple reflection s ∈ W , we have that either (a) or (b) (or

both) fails to hold. We will show the following claim.
(Claim): There exists some simple reflection s ∈W such that (a) does not hold and (b) holds.
Proof of (Claim). If this is not the case, then (b) does not hold for every simple reflection

s ∈W . This means that tw is the longest element in W , which contradicts to `(w) = `(tw) + 1. �
Take such a simple reflection s. Then we have that `(sw) = `(w)− 1 and `(stw) = `(tw) + 1

hold, and that tw < w by the assumption. Then by Lemma 4.2.14, we have that tw ≤ sw < w
holds. Since w covers tw in the Bruhat order, we must have tw = sw, hence t = s. Therefore β is
a simple root. �

Now we can show that a Bruhat inversion can be transformed into a simple root:

Proposition 4.2.16. Let w be an element of W and β an inversion of w. Then the following
are equivalent:
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(1) β is a Bruhat inversion of w.
(2) There exists some element v ∈W which satisfies the following two conditions:

(a) `(vw) = `(v) + `(w) holds.
(b) v(β) is a simple root.

Proof. (1)⇒ (2): Suppose that β ∈ Binv(w) holds. If β is a simple root, then v = e satisfies
the conditions (2)(a) and (b).

From now on, we assume that β is not simple. Then by Lemma 4.2.15, there exists a simple
reflection s such that `(sw) = `(w)+1 and `(stβw) = `(w) hold. Put w′ = sw and β′ := s(β), then
β′ ∈ inv(w′) by Lemma 4.2.5. Moreover, `(stβw) = `(w) implies that `(tβ′w

′) = `(stβs · sw) =
`(w) = `(w′) − 1. Thus β′ is a Bruhat inversion of w′. If β′ is a simple root, then v = s satisfies
the conditions (2)(a) and (b).

If β′ is not simple, then we can iterate this process by considering β′ and w′ instead of β and w.
Moreover, this process must stop at some point since otherwise we would have `(w) < `(w′) < · · · ,
which contradicts to the existence of the longest element in W . Therefore, we have that the Bruhat
inversion at this point, which can be written as v(β) for some v, is a simple root.

(2) ⇒ (1): Since v(β) is a simple root and v(β) ∈ inv(vw) by Lemma 4.2.5, we have
`(tv(β)vw) = `(vw)− 1 = `(v) + `(w)− 1. On the other hand, since tv(β)vw = vtβv

−1vw = vtβw
holds, we have `(tv(β)vw) ≤ `(v) + `(tβw). Thus `(w)− 1 ≤ `(tβw). Since β is an inversion of w,
we have `(tβw) ≤ `(w)− 1 by Proposition 4.2.10. Therefore, we have `(tβw) = `(w)− 1, that is,
β is a Bruhat inversion of w. �

The following is a main result in this section, which gives a characterization of Bruhat inver-
sions.

Theorem 4.2.17. Let w be an element of the Weyl group W of Φ, and β ∈ inv(w). Then the
following are equivalent:

(1) β is a non-Bruhat inversion of w.
(2) There exists aγ ∈ R≥0 for each γ ∈ inv(w) which satisfies the following conditions:

• β =
∑
γ∈inv(w) aγγ holds.

• This expression is not of the form β = 1 · β, that is, there exists some γ ∈ inv(w)
such that aγ 6= δβ,γ , where δ is the Kronecker delta.

(3) There exist γ1, γ2 ∈ inv(w) with γ1 6= γ2 and a1, a2 ∈ R>0 such that β = a1γ1 + a2γ2

holds.
(4) There exist γ1, γ2 ∈ inv(w) with γ1 6= γ2 and n ∈ {1, 2, 3} such that β = (γ1 + γ2)/n

holds.

Moreover, if Φ is simply-laced, then the above statements are equivalent to the following:

(5) There exist γ1, γ2 ∈ inv(w) satisfying β = γ1 + γ2.

Proof. The implications (5) ⇒ (4) ⇒ (3) ⇒ (2) are clear.
(2) ⇒ (1): Suppose that β is a Bruhat inversion. Then by Proposition 4.2.16, we have an

element v ∈ W such that `(vw) = `(v) + `(w) and that v(β) is a simple root. Note that Lemma
4.2.5 implies v(inv(w)) ⊂ Φ+.

Now take aγ ∈ R≥0 for γ ∈ inv(w) with β =
∑
γ aγγ as claimed in (2). Then we have

v(β) =
∑

γ∈inv(w)

aγv(γ).

Since v(β) is a simple root and all v(γ)’s are distinct positive roots, we must have that aγ = δβ,γ ,
which contradicts to the condition in (2). Thus β is not a Bruhat inversion.

(1) ⇒ (4),(5): Take any reduced expression w = s1s2 · · · sl of w, and let β1, β2, . . . , βl be the
root sequence associated to it. Then β = βm for some m. Since we have tβw = s1 · · · ŝm · · · sl by
Proposition 4.2.10 and β is not a Bruhat inversion, the expression s1 · · · ŝm · · · sl is not reduced.

Take the minimal j such that s1 · · · ŝm · · · sj is not a reduced expression. Then by Lemma
4.2.3, there exists i such that s1 · · · ŝm · · · sj−1 = s1 · · · ŝi · · · ŝm · · · sj . In this situation, we will
prove the following claim.
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(Claim): We have tβ(βj) = −βi.
Proof of (Claim). First we have the following equation:

tβ(βj) = tβm(βj)

= (s1 · · · sm−1smsm−1 · · · s1)(βj)

= (s1 · · · sm−1smsm−1 · · · s1)(s1 · · · sj−1)(αj)

= (s1 · · · ŝm · · · sj−1)(αj),

where αj is a simple root with sαj = sj . On the other hand, since s1 · · · ŝm · · · sj−1sj is not
reduced, Lemma 4.2.3 implies that (s1 · · · ŝm · · · sj−1)(αj) is a negative root. Thus tβ(βj) is a
negative root.

Now consider the reflection with respect to tβ(βj):

ttβ(βj) = tβtβj tβ

= (s1 · · · sm · · · s1)(s1 · · · sm · · · sj · · · sm · · · s1)(s1 · · · sm · · · s1)

= s1 · · · ŝm · · · sj−1sjsj−1 · · · ŝm · · · s1

= (s1 · · · ŝi · · · ŝm · · · sj)sjsj−1 · · · ŝm · · · s1

= s1 · · · si · · · s1

= tβi .

Thus the reflection with respect to tβ(βj) coincides with that along βi. Since tβ(βj) is a negative
root, we must have tβ(βj) = −βi. �

Now by (Claim), we have βj − 〈βj , β〉β = tβ(βj) = −βi, thus 〈βj , β〉β = βi + βj . Since β, βi
and βj are positive roots, we must have 〈βj , β〉 > 0. We have 〈βj , β〉 ∈ {1, 2, 3} by Proposition
4.2.2, so (4) holds.

Assume that Φ is simply-laced. Since m < j, we have that βm = β and βj are distinct. Thus
〈βj , β〉 = 1 holds by Proposition 4.2.2, so (5) holds. �

By this theorem, a non-Bruhat inversion γ of w can be written as γ = α+β with α, β ∈ inv(w)
if Φ is simply-laced. This kind of equation gives a restriction of the relative position of α, β and
γ as follows.

Lemma 4.2.18. Suppose that Φ is simply-laced, and that α and β in Φ satisfies γ := α+β ∈ Φ.
Then 〈α, β〉 = −1, 〈α, γ〉 = 〈β, γ〉 = 1 hold, thus they look as follows.

α

γ = α+ ββ

π
3

π
3

Proof. Clearly α, β, γ are distinct. Thus we have that 〈β, α〉, 〈γ, α〉 ∈ {−1, 0, 1} by Propo-
sition 4.2.2. However, we have 〈γ, α〉 = 〈α + β, α〉 = 〈α, α〉 + 〈β, α〉 = 2 + 〈β, α〉. Thus we must
have 〈β, α〉 = −1 and 〈γ, α〉 = 1. The equation 〈γ, β〉 = 1 can be shown similarly.

Since (α, β), (α, γ) 6= 0 and Φ is simply-laced, α, β, γ has the same length. Then it easily
follows from 〈β, α〉 = −1 that the angle between α and β is 2

3π. Therefore the situation looks like
the figure. �

Remark 4.2.19. If Φ is not simply-laced, then a non-Bruhat inversion γ of w may not be
written as a sum of other inversions. For example, let Φ be the root system of type B2 with α a
short simple root and β a long simple root:

α

β α+ β 2α+ β
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Then we have four positive roots. Consider w = sβsαsβ . Easy computation shows that its root
sequence is β, α+ β, 2α+ β, thus we have inv(w) = {β, α+ β, 2α+ β}. By using Theorem 4.2.17,
one can conclude that α+β is not a Bruhat inversion of w since α+β = β/2+(2α+β)/2 holds (of
course this can be deduced by checking that sβ ŝαsβ is not reduced, which is trivial). Nevertheless,
we cannot write α+ β as a sum of other inversions of w.

4.3. Brick sequence of a torsion-free class

In this section, we define a brick sequence of a torsion-free class F , which is associated to
a maximal green sequence of F (a saturated chain of torsion-free classes between 0 and F). In
particular, we focus on the relation between brick sequences and simple objects in F .

Throughout this section, let Λ be a finite-dimensional k-algebra over a field k. We denote
by mod Λ the category of finitely generated right Λ-modules. A module always means a finitely
generated right modules.

4.3.1. Brick labeling. We briefly recall the lattice structure of torsion-free classes in mod Λ,
following [DIRRT]. Note that in [DIRRT], torsion classes, the dual notion of torsion-free classes,
were mainly studied, but the same theory works also for torsion-free classes by the standard
duality.

A subcategory F of mod Λ is a torsion-free class if it is closed under extensions and submodules
in mod Λ. We denote by torf Λ the set of all torsion-free classes in mod Λ. Then torf Λ is a poset
with respect to inclusion. Moreover, since intersection of any torsion-free classes is also a torsion-
free class, torf Λ is a complete lattice.

For a poset P , its Hasse quiver HasseP is a quiver defined as follows:

• A vertex set of HasseP is P .
• We draw a unique arrow x→ y in HasseP if xm y, that is, x covers y in a poset P .

Now Hasse(torf Λ) has the additional structure called the brick labeling, established in [DIRRT].
Let us introduce some terminologies to state it. A Λ-module M in mod Λ is called a brick if
EndΛ(M) is a division ring. For a collection C of Λ-modules, we will use the following notations:

• add C denotes the category of direct summands of finite direct sums of modules in C.
• Sub C denotes the category of modules X such that there exists an injection from X to

a module in add C.
• Filt C denotes the category of modules X such that there exists a filtration 0 = X0 ≤
X1 ≤ · · · ≤ Xn = X of submodules of X satisfying Xi/Xi−1 ∈ C for each i.

• F(C) denotes the smallest torsion-free class containing C, or equivalently, F(C) = Filt(Sub C).
• ⊥C denotes the category of modules X satisfying HomΛ(X, C) = 0.
• C⊥ denotes the category of modules X satisfying HomΛ(C, X) = 0.
• ind C denotes the set of isomorphism classes of indecomposable modules in C.
• brick C denotes the set of isomorphism classes of bricks in C.

For two collections C and D of Λ-modules, C ∗ D denotes the category of modules X such that
there exist an exact sequence

0 C X D 0

with C ∈ C and D ∈ D. From the classical torsion theory, we have mod Λ = ⊥F ∗ F for a
torsion-free class F in mod Λ, see e.g. [ASS, VI.1]. It can be easily checked that the operation ∗ is
associative, that is, we have (C ∗D)∗E = C ∗ (D∗E) holds for collections C, D and E of Λ-modules.
Thus we omit parentheses and just write as C ∗ D ∗ E .

In [DIRRT], the following basic observation was established.

Proposition 4.3.1 ([DIRRT, Theorems 3.3, 3.4]). Let G ⊂ F be two torsion-free classes in
mod Λ. Then there exists an arrow q : F → G in Hasse(torf Λ) if and only if brick(⊥G∩F) contains
exactly one element Bq. In this case, we have ⊥G∩F = Filt(Bq), F = Filt(Bq)∗G and G = F∩B⊥q .

By this, to each arrow q in Hasse(torf Λ) we can associate a brick Bq, which we call the label
of q. This labeling is called the brick labeling of torf Λ.
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4.3.2. Brick sequence associated to a maximal green sequence. To study the struc-
ture of a fixed torsion-free class F , a brick sequence associated to a maximal green sequence of F
plays an important role later. Let us introduce these notions.

Definition 4.3.2. Let F be a torsion-free class in mod Λ. Then a maximal green sequence
of F is a finite path in Hasse(torf Λ) which starts at F and ends at 0. Or equivalently, a mximal
green sequence of F is a saturated chain in torf Λ of the form 0 = F0 l F1 l · · ·l Fl = F .

Maximal green sequences were introduced by Keller in the context of quiver mutations in
cluster algebras, and have been investigated from various viewpoints. We refer the reader to the
recent article [DK] and the reference therein for the details on this notion. The above definition
is a straightforward generalization of maximal green sequences of abelian categories, which was
introduced in [BST].

To a maximal green sequence of F , we can associate a sequence of bricks in F as follows.
This is analogous to the root sequence associated to a reduced expression in the Weyl group (and
actually gives a categorification as we shall see in Proposition 4.4.3).

Definition 4.3.3. Let 0 = F0 ← F1 ← . . . ← Fl = F be a maximal green sequence of a
torsion-free class F in mod Λ. Then a brick sequence associated to it is a sequence B1, B2, . . . , Bl
of bricks where each Bi is the label of the arrow Fi ← Fi−1 in Hasse(torf Λ). We simply call a
brick sequence associated to some maximal green sequence of F a brick sequence of F .

As in the case of root sequences, we take the appearance order of bricks into account. For
a fixed F , brick sequences of F heavily depend on the choice of maximal green sequences. In
general, the lengths of brick sequences may differ, as the following example shows.

Example 4.3.4. Let Q be a quiver 1 ← 2. Then Hasse(torf kQ) and its brick labeling are as
follows:

mod kQ = add{1, 21, 2}

add{1, 21}

add{2}

add{1}

0

2

1

2
1

2

1

Here we write composition series to indicate kQ-modules. Thus there are exactly two brick se-
quences of mod kQ, namely, 1, 21, 2 and 2, 1.

The fundamental property of a brick sequence is the following.

Theorem 4.3.5. Let B1, . . . , Bl be a brick sequence of a torsion-free class F in mod Λ. Then
the following hold.

(1) HomΛ(Bj , Bi) = 0 for j > i.
(2) B1, . . . , Bl are pairwise non-isomorphic.
(3) F = Filt(Bl) ∗ Filt(Bl−1) ∗ · · · ∗ Filt(B2) ∗ Filt(B1) holds. In particular, we have F =

Filt(B1, . . . , Bl).

Proof. Let 0 = F0 ← F1 ← . . .← Fl = F be a maximal green sequence of F which gives a
brick sequence B1, . . . , Bl.

(1) By Proposition 4.3.1 and the definition of the brick labeling, each Bi is contained in
⊥Fi−1∩Fi. Thus Bj ∈ ⊥Fj−1 ⊂ ⊥Fi holds since Fj−1 ⊃ Fi for j > i. Therefore HomΛ(Bj , Bi) = 0
by Bi ∈ Fi.

(2) This is clear from (1).
(3) We will prove by backward induction on i that ⊥Fi−1∩F = Filt(Bl)∗· · ·∗Filt(Bi+1)∗Filt(Bi)

holds for 1 ≤ i ≤ l. For i = l, this holds by Proposition 4.3.1.
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Suppose this holds for i = j + 1 with 1 ≤ j < l, and take M ∈ ⊥Fj−1 ∩ F . Since ⊥Fj ∗ Fj =
mod Λ holds, we have an exact sequence in mod Λ

0 T M F 0

with T ∈ ⊥Fj and F ∈ Fj . Since F is closed under submodules and M ∈ F , we have T ∈
⊥Fj ∩ F = Filt(Bl) ∗ · · · ∗ Filt(Bj+1) by the induction hypothesis. On the other hand, since
⊥Fj−1 is closed under quotients, we have F ∈ ⊥Fj−1 ∩ Fj = Filt(Bj). Thus we have M ∈
Filt(Bl) ∗ · · · ∗ Filt(Bj+1) ∗ Filt(Bj). �

We remark that this statement appeared in [Tre, Corollary 6.5] for the case F = mod Λ,
and the filtration given in (3) above is called the Harder-Narasimhan filtration associated to a
maximal green sequence. Also this filtration was considered in [Tat, Theorem 6.8] in the setting
of quasi-abelian categories. Since torsion-free classes are quasi-abelian, we can apply his result to
our setting to obtain this theorem.

4.3.3. Simple objects in a torsion-free class. We introduce the notion of simple objects
in a torsion-free class.

Definition 4.3.6. Let F be a torsion-free class in mod Λ.

(1) M ∈ F is a simple object in F if M 6= 0 and for any short exact sequence

0 L M N 0

of Λ-modules with L,N ∈ F , we have L = 0 or M = 0.
(2) We denote by simF the set of isomorphism classes of simple objects in F .

Note that whether a given module M is simple object or not depends on the torsion-free class
which contains M . Originally, the notion of simple objects was introduced and studied in the
context of exact categories by several papers such as [Eno4, BHLR]. Since we are only interested
in torsion-free classes, we will not work in full generality.

For a torsion-free class, a simple object can be described by the following property.

Lemma 4.3.7. Let F be a torsion-free class in mod Λ and M a non-zero object in F . Then
the following are equivalent:

(1) M is simple in F .
(2) Every morphism M → F with F ∈ F is either zero or injective.

Proof. (1) ⇒ (2): Take a non-zero morphism ϕ : M → F with F ∈ F . Then we have an
exact sequence

0 Kerϕ M Imϕ 0

in mod Λ. Since Imϕ is a submodule of F ∈ F , we have Imϕ ∈ F . Similarly Kerϕ ∈ F holds
since so is M . On the other hand, Imϕ 6= 0 by assumption. Therefore, Kerϕ = 0 holds by the
simplicity of M .

(2) ⇒ (1): Take a short exact sequence

0 L M N 0π

with L,N ∈ F . Then by assumption, π should be zero or injection. We have N = 0 in the former
case, and L = 0 in the latter. Thus M is a simple object in F . �

We will investigate the relation between simple objects in F and brick sequences of F . One
of the remarkable property is that simples always appear in every brick sequence of F :

Proposition 4.3.8. Let F be a torsion-free class in mod Λ and S a simple object in F . Then
S appears exactly once in every brick sequence of it (if exists).

Proof. Let B1, . . . , Bl be a brick sequence of F . Then we have F = Filt(B1, . . . , Bl) holds
by Theorem 4.3.5. This means that S has a filtration consisting of B1, . . . , Bl, but since S is a
simple object in F , clearly S ∼= Bi holds for some i. By Theorem 4.3.5, all the bricks in this brick
sequence are pairwise non-isomorphic, thus S must appear exactly once. �
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By this, to find a simple object in F , we only have to work in a fixed brick sequence of F .
In order to give a criterion for a brick in a brick sequence to be simple, we will introduce some
technical condition and lemmas.

Definition 4.3.9. Let M be a Λ-module and C a collection of Λ-modules. Then we say that
C has the zero-mono property for M if every morphism M → C with C ∈ C is either zero or
injective in mod Λ.

Then Lemma 4.3.7 amounts to that M is simple in a torsion-free class F if and only if F has
the zero-mono property for M .

The important advantage of the zero-mono property is that this property is closed under
extensions in the following sense:

Lemma 4.3.10. Let M be a Λ-module and C,D collections of Λ-modules. If C and D have the
zero-mono property for M , then so does C ∗ D.

Proof. Consider any short exact sequence

0 C X D 0ι π

with C ∈ C and D ∈ D. Take any morphism ϕ : M → X, and it suffices to show that ϕ is either
zero or injective.

Consider the following diagram.

M

0 C X D 0

ϕ
ϕ

ι π

Since D has the zero-mono property for M , either πϕ is an injection or πϕ = 0. In the former
case, ϕ is an injection, so suppose the latter. Then there exists a morphism ϕ : M → C with
ϕ = ϕι. Since C has the zero-mono property for M , we have ϕ is either zero or injective. Thus ϕ
is either zero or injective respectively. �

As a first application of this corollary, we can show the following.

Corollary 4.3.11. Let F be a torsion-free class in mod Λ. Then taking labels gives an
injection

{Arrows in Hasse(torf Λ) starting at F} ↪→ simF .

Proof. Let F → F ′ be an arrow in Hasse(torf Λ) with B its label. We will show that B is
simple in F , or equivalently, F has the zero-mono property for B by Lemma 4.3.7.

By Proposition 4.3.1, we have F = Filt(B) ∗ F ′ and F ′ = F ∩ B⊥. Therefore, according to
Lemma 4.3.10, it suffies to show that B and F ′ have the zero-mono property for B. Clearly B
has the zero-mono property for B since B is a brick. On the other hand, since F ′ ⊂ B⊥, every
morphism from B to F ∈ F ′ should be zero. Thus F ′ has the zero-mono property. �

Another application of Lemma 4.3.10 is the following complete description of a brick in a given
brick sequence to be simple.

Corollary 4.3.12. Let B1, . . . , Bl be a brick sequence of a torsion-free class F in mod Λ.
Then any simple objects in F are contained in {B1, . . . , Bl}, and the following are equivalent for
1 ≤ i ≤ l.

(1) Bi is simple in F .
(2) Every morphism Bi → Bj is either zero or injective for each j 6= i, or equivalently, j > i.
(3) {B1, . . . , Bl} has the zero-mono property for Bi.
(4) There is no surjection Bi � Bj with i < j.

Proof. Since we have HomΛ(Bi, Bj) = 0 for j < i by Theorem 4.3.5, the two conditions in
(2) are equivalent.

(1) ⇒ (2): This is clear by Lemma 4.3.7 since Bj ∈ F for every j.
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(2) ⇒ (3): It suffices to recall that Bi has the zero-mono property for Bi since Bi is a brick.
(3)⇒ (1): Lemma 4.3.10 shows that Filt(B1, . . . , Bl) has the zero-mono property for Bi. Since

F = Filt(B1, . . . , Bl) holds by Theorem 4.3.5, we have that Bi is simple in F by Lemma 4.3.7.
(2) ⇒ (4): This is clear since Bi and Bj with j > i are non-isomorphic by Theorem 4.3.5.
(4) ⇒ (2): Suppose that there are some j > i and a map ϕ : Bi → Bj which is neither zero

nor injective. Take minimal j with this property. We claim that ϕ is actually a surjection.
Let 0 = F0 ← F1 ← · · · ← Fl = F be a maximal green sequence of F corresponding to the

brick sequence B1, . . . , Bl. Then we have Fj = Filt(Bj) ∗ Fj−1 by Proposition 4.3.1. Moreover,
since (1)-(3) are equivalent and B1, . . . , Bj−1 is a brick sequence of Fj−1, the minimality of j
implies that Bi is a simple object in Fj−1, that is, Fj−1 has the zero-mono property for Bi.

We have Imϕ ∈ Fj since it is a submodule of Bj ∈ Fj . Thus by Fj = Filt(Bj) ∗ Fj−1, we
have the following exact sequence

Bi Bj

0 X Imϕ F 0

ϕ

π

with X ∈ Filt(Bj) and F ∈ Fj−1. Suppose that X = 0, then Imϕ ∼= F ∈ Fj−1 holds. Thus
π is either zero or injective. Since ϕ 6= 0, we have that π is injective, hence so is ϕ, which
is a contradiction. Thus X 6= 0. It follows from X ∈ Filt(Bi) and X 6= 0 that dimBi ≤
dimX holds. On the other hand, since we have injections X ↪→ Imϕ ↪→ Bi, we have dimX ≤
dim(Imϕ) ≤ dimBi. It follows that dim(Imϕ) = dimBi, hence the inclusion map Imϕ ↪→ Bi is
an isomorphism. Therefore, ϕ is a surjection. �

Thus, the problem to determine simple objects in a torsion-free class F can be solved by the
following process in principle.

(1) Find and fix a maximal green sequence of F (if exists).
(2) Compute a brick sequence B1, . . . , Bl associated to it.
(3) For each i, check whether every morphism Bi → Bj with i < j is either zero or injective

(or equivalently, check whether there is no surjection Bi � Bj with i < j).
(4) simF consists of Bi with such a property.

Probably the most non-trivial part of the above computation is (1) and (2). If F is functorially
finite, then (1) can be computed by using mutations of support τ -tilting modules in [AIR], and (2)
can be computed by using the description of brick labels associated to mutations due to [Asa1].

Example 4.3.13. We will give two examples of computation of simple objects by considering
algebras borrowed from [DIRRT, Example 1.14]. Let Λ1 and Λ2 be k-algebras defined by

Λ1 = k
(

1 2u

)
/(u2) and Λ2 = k

(
1 2 v

)
/(v2).

Then torf Λi and their brick labeling for i = 1, 2 is as follows:

F1 F2 F3

0 mod Λ1

F4

2

1
2

1
1
2

1

21

and

G1 G2 G3

0 mod Λ2

G4

2

1
2
2

1
2

1

21

We omit the description of each torsion-free class. By using Corollary 4.3.12, one can obtain the
following table of simple objects. Note that torf Λ1 and torf Λ2 are isomorphic as posets, and F2

corresponds to G2. However, the number of simple objects in F2 differs from that in G2. This shows
that to determine (the number of) simple objects, the poset structure of torf Λ is not enough, and
we indeed have to compute brick labels and homomorphisms between labels in general.

Fortunately, in the case of preprojective algebras (or path algebras) of Dynkin type, we can
make use of root-theoretical properties developed in the previous section to determine simples, as
we shall see in the next section.
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torsion-free class in mod Λ1 simple objects

0 ∅
F1 2
F2 2, 12
F3 2, 12,

1
1
2

F4 1
mod Λ1 1, 2

torsion-free class in mod Λ1 simple objects

0 ∅
G1 2

G2 2,
1
2
2

G3 2, 12
G4 1

mod Λ1 1, 2
Table 1. Simple objects in torsion-free classes in mod Λ1 and mod Λ2

We end this section by the following small lemma, which we need later.

Lemma 4.3.14. Let F be a torsion-free class in mod Λ such that the interval [0,F ] in torf Λ
is finite. Then every brick B in F appears at least one brick sequence of F .

Proof. Consider F(B), the smallest torsion-free class containing F . Then F(B) ⊂ F holds,
that is, F(B) ∈ [0,F ].

Since [0,F ] is a finite lattice, clearly there exists a maximal green sequence of F which is of
the form 0← . . .← F(B)← . . .← F . In [DIRRT, Theorem 3.4], it was shown that there is only
one arrow which starts at F(B) in Hasse(torf Λ), and that its label is B. Therefore, this maximal
sequence gives the desired brick sequence. �

4.4. Torsion-free classes over preprojective algebras of Dynkin type

In this section, we will classify simples in torsion-free classes in preprojective algebras of
Dynkin type, by using root systems and brick sequences.

4.4.1. Notation and preliminary results. Let us briefly recall the definition of prepro-
jective algebras of Dynkin type, with emphasis on their relation to root systems.

Let Φ be the simply-laced root system of the Dynkin typeX, namely, X ∈ {An, Dn, E6, E7, E8}.
We denote by W its Weyl group, and we fix a choice of simple roots of Φ.

Let Q = (Q0, Q1) be a Dynkin quiver of the same type X, that is, Q is a quiver whose
underlying graph is the Dynkin diagram of type X. Then we may identify Q0 with the index set
of simple roots of Φ. For i ∈ Q0, we denote by αi the simple root of Φ corresponding to the vertex
i in the Dynkin diagram, and by si = sαi ∈W the simple reflection with respect to αi.

Let Q be a double quiver of Q, which is obtained from Q by adding an arrow a∗ : j → i for
each arrow a : i→ j in Q. The preprojective algebra of Q is defined by

Π = ΠΦ := kQ

/∑
a∈Q1

aa∗ − a∗a

 .

It is known that Π is a finite-dimensional k-algebra, and it only depends on Φ and does not depend
on the choice of Q (the choice of orientations of the Dynkin diagram) up to isomorphism. Thus
we call it a preprojective algebra of Φ.

It is convenient to consider the dimension vector of Π-modules inside the ambient space of
Φ. Let V be the ambient space of Φ, then V has a basis {αi | i ∈ Q0} as a R-vector space.
Define a group homomorphism dim: K0(mod Π)→ V by [Si] 7→ αi, where K0(mod Π) denotes the
Grothendieck group of mod Π and Si denotes the simple Π-module corresponding to the vertex
i ∈ Q0. We simply write dimM := dim[M ] for M ∈ mod Π.

To sum up, throughout this section, we keep the following notation:

• Φ is a simply-laced root system of Dynkin type X in the ambient space V .
• Q is a Dynkin quiver of the same type X.
• W is the Weyl group of Φ.
• Π is the preprojective algebra of Φ (or Q).
• Si is the simple Π-module corresponding to the vertex i ∈ Q0.
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• dim: K0(mod Π)→ V is a map defined by [Si] 7→ αi for i ∈ Q0.

Torsion-free classes in mod Π was completely classified by Mizuno in [Miz], and they are in
bijection with elements in W . Let us briefly explain his result in our context.

For a vertex i ∈ Q0, we denote by ei the corresponding idempotent of Π. We denote by Ii
the two-sided ideal of Π generated by 1 − ei. For an element w ∈ W , we can define a two-sided
ideal Iw of Π as follows: Take any reduced expression w = su1

su2
· · · sul of w in W . Then I(w) is

defined by

I(w) = Iul...u2u1
:= IulIul−1

· · · Iu2
Iu1

.

This construction does not depend on the choice of reduced expressions of w by [BIRS, Theorem
III.1.9].

The following result of Mizuno gives the key connection between the representation theory of
Π and its root system Φ.

Theorem 4.4.1 ([Miz, Theorem 2.30]). Let Φ be a simply-laced root system of Dynkin type,
W its Weyl group and Π its preprojective algebra.

(1) F(w) := Sub(Π/I(w)) is a torsion-free class in mod Π.
(2) The map w 7→ F(w) gives a bijection

W
∼−→ torf Π.

Moreover, this bijection is actually an isomorphism of finite lattices, where we endow W
with the right weak order.

4.4.2. Brick sequences in preprojective algebras. We begin with studying the relation
between brick sequences of F(w) and root sequences of w.

By Theorem 4.4.1, we can identify a maximal green sequence of F(w) with a saturated chain
in the interval [e, w] in (W,≤R), which in turn is identified with a particular choice of reduced
expression of w (see e.g. [BB, Proposition 3.1.2]). In this way, we can talk about a brick sequence
of F(w) associated to a reduced expression of w. More precisely, let w = su1 · · · sul be a reduced
expression of w ∈W . Then we have a maximal green sequence 0 = F(e)← F(su1

)← F(su1
su2

)←
· · · ← F(su1

· · · sul) = F(w) of F(w), thus we obtain the corresponding brick sequence of F(w).
We remark that this sequence coincides with a sequence of layer modules considered in [AIRT].

By a lattice isomorphism in Theorem 4.4.1, an arrow in Hasse(torf Π) is of the form F(w)←
F(wsi) for some w ∈W and i ∈ Q0 satisfying `(w) < `(wsi). In this case, we have I(wsi) ⊂ I(w),
and the following holds.

Proposition 4.4.2 ([IRRT, Theorem 4.1]). The brick label of F(w) ← F(wsi) is given by
I(w)/I(wsi).

Next we will compute dimension vectors of brick labels following [AIRT].

Proposition 4.4.3. Let w = su1 . . . sul be a reduced expression of w ∈W and B1, B2, . . . , Bl
its associated brick sequence of F(w). Then the following equality holds in V for 1 ≤ m ≤ l:

dimBm = su1
· · · sum−1

(αum).

In particular, {dimB1, . . . ,dimBl} = inv(w) ⊂ Φ+ holds, and dimB1,dimB2, . . . ,dimBl is a root
sequence associated to the above reduced expression of w, defined in Definition 4.2.6.

Proof. In [AIRT, Theorem 2.7], it was shown that

[Bm] = [I(sum−1 · · · su1)/I(sum · · · su1)] = Ru1 · · ·Rum−1 [Suj ]

holds in K0(mod Π), where Ri : K0(mod Π) → K0(mod Π) for i ∈ Q0 is a group homomorphism
defined by

Ri([Sj ]) := [Sj ]− (2δij −mij)[Si]

on the free basis {[Sj ] | j ∈ Q0} of K0(mod Π). Here δ is the Kronecker delta, and mij is the
number of edges in the Dynkin diagram of Φ which connect i and j.
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Therefore, it suffices to check that the following diagram commutes:

K0(mod Π) K0(mod Π)

V V

Ri

dim dim

si

We only have to check on the basis [Sj ] for j ∈ Q0. This follows from the following equality:

2δij −mij = 〈αj , αi〉 =


2 if i = j,

0 if i and j are not connected by an arrow in Q,

−1 if i and j are connected by an arrow in Q,

(4.4.1)

which can be checked directly. �

Therefore, a brick sequence of F(w) serves as a categorification of a root sequence of w. Note
that different bricks may have the same dimension vector.

Example 4.4.4. Consider an element w in Example 4.2.8. Then Figure 3 is the Hasse quiver
of the interval [0,F(w)] with its brick labels. For example, two bricks 1

2 and 2
1 are non-isomorphic

F(w)

• •

• • •

• • •

• •

0

3
2 1

3
2
1

2 1 3
2

3
2
1 2 1

1
2

3
2

2
1

1
2 3

2

1 2

Figure 3. Brick sequences of w = s12312

but have the same dimension vector α1 + α2.
The same computation can be done for Example 4.2.9, and actually Figure 3 can be seen as

a Hasse quiver of [0,F(w)] with dimension vectors of its brick labels.

Corollary 4.4.5. Let w be an element of W , then the following hold.

(1) For any M ∈ F(w), we have

dimM =
∑

β∈inv(w)

nββ,

where nβ is some non-negative integer for each β ∈ inv(w).
(2) For any B ∈ brickF(w), we have dimB ∈ inv(w). Thus dim induces a surjection

dim: brickF(w)→ inv(w).

Proof. (1) Let B1, . . . , Bl be a brick sequence of F(w). Then by Proposition 4.4.3, we have
inv(w) = {dimB1, . . . ,dimBl}.

Let M ∈ F(w). Then Theorem 4.3.5 implies that M ∈ Filt(B1, . . . , Bl). Thus by taking the
dimension vector, the assertion immediately follows.

(2) Let B be a brick in F(w). Then Lemma 4.3.14 implies that there is a brick sequence of
F(w) which contains B, since [0,F(w)] ⊂ torf Π ∼= W is a finite lattice. Now Proposition 4.4.3
implies that dimB ∈ inv(w). Thus the map dim: brickF(w)→ inv(w) is well-defined. Moreover,
it is clearly surjective by Proposition 4.4.3. �
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4.4.3. Simple objects versus Bruhat inversions. By Proposition 4.3.8, to find simple
objects in F(w), it suffices to check whether Bi is simple or not for a fixed brick sequence B1, . . . , Bl
of F(w). For this, the homological lemma due to Crawley-Boevey is useful. To state this, let us
introduce the symmetric bilinear form 〈−,−〉Π on K0(mod Π) defined by

〈
∑
i

ai[Si],
∑
j

bj [Sj ]〉Π = 2
∑
i∈Q0

aibi −
∑

i→j∈Q1

(aibj + ajbi).

This coincides with the standard homological symmetric bilinear form associated to the quiver Q
(or twice of it, see e.g. [ASS, VII.4]). It can also be interpreted as the restriction of the Euler form

of the preprojective algebra Π̂ of the extended Dynkin type corresponding to Π, see e.g. [IRRT,
Section 3]. Then we have the following formula due to Crawley-Boevey.

Lemma 4.4.6 ([C-B, Lemma 1]). Let M,N ∈ mod Π. Then we have the following equation:

〈[M ], [N ]〉Π = dim HomΠ(M,N) + dim HomΠ(N,M)− dim Ext1
Π(M,N).

We remark that this formula can be shown easily by using the 2-Calabi-Yau property of the

preprojective algebra Π̂ of the extended Dynkin type.
We can check the compatibility of the bilinear form on K0(mod Π) and the value 〈α, β〉 in

α, β ∈ V defined in Section 2 as follows.

Lemma 4.4.7. Suppose that M,N ∈ mod Π satisfy dimM, dimN ∈ Φ+. Then we have

〈[M ], [N ]〉Π = 〈dimM,dimN〉.

Proof. Since dimM and dimN are positive roots, we can write as dimM =
∑
imiαi and

dimN =
∑
j njαj for non-negative integers mi, nj . Then we have

〈dimM,dimN〉 = 〈
∑
i

miαi,
∑
j

njαj〉

=
∑
i

mi〈αi,
∑
j

njαj〉


=
∑
i

mi〈
∑
j

njαj , αi〉


=
∑
i

∑
j

minj〈αj , αi〉.

The first equality follows from definition, the second and the last follow since 〈−,−〉 is linear with
respect to the first variable, and the third follows since Φ is simply-laced and both vectors inside
〈−,−〉 are roots. By using the equation (4.4.1), we can compute this as follows:∑

i

∑
j

minj〈αj , αi〉 = 2
∑
i∈Q0

mimi −
∑

i→j∈Q
(minj +minj)

Thus we have the assertion. �

By using this, we can show the following main result of this paper.

Theorem 4.4.8. Let w be an element of W and B1, . . . , Bl a brick sequence of F(w). Then
the following are equivalent for 1 ≤ m ≤ l

(1) dimBm ∈ Binv(w) holds.
(2) Bm is a simple object in F(w).

Proof. (1) ⇒ (2) Suppose that Bm is not a simple object in F(w). Then there exists an
exact sequence

0 L Bm N 0
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with L,N 6= 0. By applying dim, we obtain

dimBm = dimL+ dimN

with dimL,dimN 6= 0. By Corollary 4.4.5, both dimL and dimN are non-negative integer linear
combinations of inversions of w such that at least one of the coefficients should be strictly positive.
Thus Theorem 4.2.17 implies that dimBm is a non-Bruhat inversion.

(2) ⇒ (1): Suppose that dimBm is a non-Bruhat inversion of w. We will use Lemma 4.3.7 to
show that Bm is not a simple object in F(w).

By Theorem 4.2.17, there exists some α, β ∈ inv(w) such that α + β = dimBm since Φ is
simply-laced. Moreover, these satisfy 〈dimBm, α〉 = 〈dimBm, β〉 = 1 by Lemma 4.2.18.

On the other hand, since {dimB1, . . . ,dimBl} = inv(w) by Proposition 4.4.3, there are i and
j such that dimBi = α and dimBj = β. By exchanging α and β if necessary, we may assume
that i < j. Moreover, since dimB1, . . . ,dimBl is a root sequence and dimBm = dimBi + dimBj
holds, Theorem 4.2.7 implies i < m < j.

To summarize, we have found i and j with i < m < j such that dimBm = dimBi + dimBj
and 〈dimBm,dimBj〉 = 1 hold. Then Lemma 4.4.7 implies

〈[Bm], [Bj ]〉Π = 〈dimBm,dimBj〉 = 1.

By combining this with Lemma 4.4.6, we have

dim HomΠ(Bm, Bj) + dim HomΠ(Bj , Bm) = 1 + dim Ext1
Π(Bj , Bm) ≥ 1.

On the other hand, since m < j, we must have HomΠ(Bj , Bm) = 0 by Theorem 4.3.5. Therefore,
we have dim HomΠ(Bm, Bj) ≥ 1, that is, HomΠ(Bm, Bj) 6= 0.

Take any non-zero morphism ϕ : Bm → Bj . Since dimBm = dimBk + dimBm, we have
dimBm > dimBk, hence ϕ cannot be an injection. Therefore Lemma 4.3.7 implies that Bm is not
a simple object in F(w). �

In conclusion, we have the following classification of simple objects.

Corollary 4.4.9. Let w be an element of W . Then the following hold.

(1) A brick B in F(w) is a simple object in F(w) if and only if dimB ∈ Binv(w) holds.
(2) The map dim: brickF(w)→ inv(w) in Corollary 4.4.5 restricts to a bijection

dim: simF(w)
∼−→ Binv(w).

In other words, simple objects in F(w) bijectively correspond to Bruhat inversions of w
by taking dimension vectors.

Proof. (1) Lemma 4.3.14 implies that B appears in some brick sequence of F(w). Then (1)
is obvious by Theorem 4.4.8.

(2) Fix a brick sequence B1, . . . , Bl of F(w). If S is a simple object in F(w), then S ∼= Bj for
some j by Proposition 4.3.8. Thus dimS ∈ Binv(w) holds by Theorem 4.4.8. Thus we obtain a
map dim: simF → Binv(w).

We claim that this map is a bijection. Let γ ∈ Binv(w). Then since {dimB1, . . . ,dimBl} =
inv(w) ⊃ Binv(w) by Proposition 4.4.3, there exists j with dimBj = γ. This Bj is simple in F(w)
by Theorem 4.4.8. Thus dim: simF → Binv(w) is surjective.

On the other hand, let S and S′ be simple objects in F(w) satisfying dimS = dimS′. Then
by the above argument, we have S ∼= Bi and S′ ∼= Bj for some i and j, hence dimBi = dimBj
holds. Since elements in {dimB1, . . . ,dimBl} = inv(w) are pairwise distinct by Proposition 4.2.4,
we have i = j, which shows S ∼= S′. Thus dim: simF → Binv(w) is injective. �

4.4.4. Characterization of the Jordan-Hölder property. Next we will characterize
when F(w) satisfies the Jordan-Hölder property in the sense of [Eno4] in terms of the combi-
natorics of w. Let us recall some related definitions and results from [Eno4].

Definition 4.4.10. Let F be a torsion-free class in mod Λ for a finite-dimensional k-algebra
Λ.
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(1) For M in F , a composition series of M in F is a series of submodules of M

0 = M0 ⊂M1 ⊂ · · · ⊂Mm

such that Mi/Mi−1 is a simple object in F for each i.
(2) For M in F , let 0 = M0 ⊂ · · · ⊂ Mm = M and 0 = M ′1 ⊂ · · · ⊂ M ′n = M be two

composition series of M in F . We say that these are equivalent if m = n holds and there
exists a permutation σ of the set {1, 2, . . . , n} such that Mi/Mi−1

∼= M ′σ(i)/M
′
σ(i)−1 holds

for each i.
(3) We say that F satisfies the Jordan-Hölder property, abbreviated by (JHP), if any com-

position series of M are equivalent for every object M in F .

In [Eno4, Theorem 5.10], the author gives a numerical criterion for (JHP). To rephrase his
result in our context, we introduce the support of modules or torsion-free classes.

Definition 4.4.11. Let Λ be a finite-dimensional k-algebra and sim(mod Λ) the set of isomor-
phism classes of simple Λ-modules.

(1) For a module M , the support of M is a set of simple Λ-modules defined by

suppM := {S ∈ sim(mod Λ) |S is a composition factor of M}.
(2) For a collection C of modules, the support of C is a set of simple Λ-modules defined by

supp C :=
⋃
M∈C

suppM.

Then the following gives a numerical criterion for (JHP). Here for a set A, we denote by Z(A)

the free abelian group with basis A. We simply write ZA := Z(A) if A is a finite set.

Theorem 4.4.12. Let F be a torsion-free class in mod Λ for a finite-dimensional k-algebra Λ.
Suppose that F = SubM holds for some M ∈ F . Then the following are equivalent:

(1) F satisfies (JHP).
(2) The natural map Z(simF) → K0(mod Λ) which sends M ∈ simF to [M ] is an injection.

(2′) The natural map Z(simF) → Z(suppF) is an isomorphism, where we identify Z(suppF) with
a subgroup of K0(mod Λ) generated by [S] with S ∈ suppF .

(3) # simF = # suppF holds.

Moreover, the map in (2′) is always surjective.

Proof. We give a proof using τ -tilting theory and the Grothendieck group K0(F) of the exact
category F , for which we refer to [AIR] and [Eno4] respectively. It is shown in [Eno4, Theorem
4.12, Corollary 5.14] that the following are equivalent:

(i) F satisfies (JHP).
(ii) The natural map Z(simF) → K0(F), which is always surjective, is an isomorphism.

(iii) # simF = |U | holds, where U is a support τ−-tilting module with F = SubU and |U | is
a number of non-isomorphic indecomposable direct summands of U .

On the other hand, [AIR, Proposition 2.2] implies |U | = # suppU . Since F = SubU , clearly
suppF = suppU holds, hence we have |U | = # suppF . Therefore, (1) and (3) are equivalent.

To see that (2) and (2′) are also equivalent, let us consider K0(F). By using [Eno4, Lemma
5.7], one can show that the natural map K0(F) → K0(mod Λ) is an injection, and that its image
is precisely Z(suppF). Thus all the conditions are equivalent. �

To describe a characterization of (JHP) for F(w), we introduce the support of w ∈W . Recall
that simple roots and simple reflections are parametrized by Q0 in our setting.

Definition 4.4.13. Let w be an element of W . Then its support is a subset supp(w) of Q0

defined as follows:

supp(w) = {i ∈ Q0 | there is a reduced expression of w which contains si}

Then the support of w coincides with the support of F(w) in the following sense:
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Proposition 4.4.14. Let w be an element in W . Then a natural bijection Q0
∼−→ sim(mod Π),

which sends i to the simple Π-module corresponding to i, restricts to a bijection

supp(w)
∼−→ suppF(w).

Proof. For a positive root β ∈ Φ+, we can write β =
∑
i∈Q0

niαi with ni ≥ 0 in a unique

way. Denote by supp(β) the set of i ∈ Q0 with ni > 0. Then Corollary 4.4.5 clearly implies that
the bijection Q0 → sim(mod Π) restricts to a bijection⋃

β∈inv(w)

supp(β)
∼−→ suppF(w).

Thus it suffices to show
⋃
β∈inv(w) supp(β) = supp(w).

Let w = su1 · · · sul be a reduced expression of w, and β1, . . . , βl its associated root sequence.
Then we have inv(w) = {β1, . . . , βl}. First suppose that i belongs to

⋃
β∈inv(w) supp(β), then

i ∈ supp(βm) for some 1 ≤ m ≤ l. Recall that βm = su1
· · · sum−1

(αum), and that {αu |u ∈ Q0} is
a basis of V . Since each su : V → V changes only the αu-component of roots with respect to this
basis, i should appear in {u1, u2, . . . , um}. Thus i ∈ supp(w) holds.

Conversely, suppose i ∈ supp(w). Take the minimal m such that um = i holds. We claim
i ∈ supp(βm). Indeed, we have βm = su1

su2
· · · sum−1

(αi), and i does not appear in u1, . . . , um−1

by the minimality of m. Since su changes only the αu-component, the αi-component of βm is 1,
hence i ∈ supp(βm) holds. �

Now the following immediately follows from these observations.

Theorem 4.4.15. Let w be an element of W . Then the following are equivalent:

(1) F(w) satisfies the Jordan-Hölder property.
(2) A map ϕw : ZBinv(w) → Zsupp(w) defined by ϕw(

∑
i niαi) =

∑
i niei for

∑
i niαi ∈ Binv(w)

is a bijection, where ei denotes the basis of Zsupp(w) corresponding to i ∈ supp(w).
(3) Elements in Binv(w) are linearly independent in V .
(4) # Binv(w) = # supp(w) holds.

Moreover, the map in (2) is always surjective.

Proof. Since F(w) = Sub(Π/Iw) by definition, we can apply Theorem 4.4.12 to F(w). Hence
the following are equivalent:

(i) F(w) satisfies (JHP).
(ii) The map Z(simF(w)) → ZsuppF(w), which is always a surjection, is an isomorphism.
(iii) # simF(w) = # suppF(w) holds.

By identifying Q0 with simple Π-modules, suppF(w) bijectively corresponds to supp(w) by Propo-
sition 4.4.14. Moreover, simF(w) bijectively corresponds to Binv(w) by taking dimension vectors
by Corollary 4.4.9. Thus the map in (ii) are exactly same as ϕw in the assertion under the
identification Z(simF(w)) ∼= ZBinv(w) and ZsuppF(w) ∼=

∑
i∈supp(w) Zαi.

The left hand side in (iii) is equal to # Binv(w) by Corollary 4.4.9, and the right hand side
is equal to # supp(w) by Proposition 4.4.14, thus (1), (2) and (4) are equivalent. Moreover, it is
clear that (2) is equivalent to (3) since ϕw is always surjective. �

We will use the map ϕ above later in the appendix to relate our characterization of (JHP) to
forest-like permutations defined in [BMB] and the Schubert variety Xw for type A case.

Remark 4.4.16. The equality # Binv(w) = # supp(w) naturally arises when one consider the
Bruhat interval in W and its Poincaré polynomial. Let w be an element of W and [e, w] the
interval with respect to the Bruhat order. A Pincaré polynomial Pw(q) of w is defined by

Pw(q) :=
∑

v∈[e,w]

q`(v).

Let us write Pw(q) =
∑`(w)
i=0 aiq

i. Then we have # supp(w) = a1 and # Binv(w) = al−1, since
supports of w are precisely simple reflections which are below w in the Bruhat order, and Bruhat
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inversions of w are in bijection with elements which are covered by w in the Bruhat order by
Proposition 4.2.12. Thus our criterion is equivalent to a1 = al−1.

Example 4.4.17. Consider an element w = s12312 in Example 4.2.8. Then there are three
Bruhat inversions of w, namely, 100, 010 and 011. This number is equal to the number of supp(w) =
{1, 2, 3}, thus F(w) satisfies (JHP).

On the other hand, consider an element w = s012301230 in Example 4.2.9. Then we have
supp(w) = {0, 1, 2, 3}, but a computation shows Binv(w) = inv(w)\{ 1

121} (for example, this follows
from the fact that deleting any letter from s012301230 yields a reduced expression except for the
middle 0). so there are eight Bruhat inversions of w. Thus F(w) does not satisfy (JHP).

4.4.5. Conjectures. In this subsection, we give some natural conjectures on the existence
of the particular kind of short exact sequences related to Theorem 4.4.8.

The most non-trivial part of the proof of Theorem 4.4.8 is to show that Bm is non-simple if
dimBm is non-Bruhat. If dimBm is non-Bruhat, then as in the proof, there is a brick sequence
B1, . . . , Bi, . . . , B, . . . , Bj , . . . , Bl of F(w) such that dimBi+ dimBj = dimB. Then the following
conjecture naturally occurs.

Conjecture 4.4.18. Let w be an element of W . Take a brick sequence B1, . . . , Bl of F(w),
and suppose dimBm = dimBi + dimBj for 1 ≤ i < m < j ≤ l. Then there is an exact sequence

0 Bi Bm Bj 0.

In fact, in the proof of Theorem 4.4.8, we only construct a non-zero non-injection ϕ : Bm → Bj ,
which is enough for our purpose. This conjecture can be seen as a natural generalization of the
result of Proposition 4.5.7, where the path algebra case was shown over an algebraically closed
field.

We have another conjecture on non-simple objects. A semibrick S in mod Π is a set of bricks
in mod Π such that HomΠ(S, T ) = 0 holds for every two distinct elements S, T ∈ S.

Conjecture 4.4.19. Let w be an element of W and B a non-simple object in F(w). Then
there is a semibrick {S, T} in F(w) and an exact sequence

0 S B T 0.

This conjecture is closely related to the lattice property (forcing order) of the interval [e, w]
or [0,F(w)], and the root-theoretical combinatorial property of the inversion set (contractibility
of inversion triples defined in [GL]). The author has obtained the proof of Conjecture 4.4.19 for
type An, Dn using combinatorics of (signed) permutations and E6 using computer.

Conjecture 4.4.19 can be shown to be equivalent to the following conjecture. Recall that a
simple object in a torsion-free class F appears in every brick sequence of F by Proposition 4.3.8.
Then it is natural to ask whether the converse holds:

Conjecture 4.4.20. Let w be an element of W . If a brick B appears in every brick sequence
of F(w), then B is a simple object in F(w).

This conjecture makes sense for any torsion-free classes over any finite-dimensional algebras,
but this fails in general. For example, consider G3 in Example 4.3.13. Then there is only one brick

sequence of G3, namely, 2,
1
2
2
, 12. However,

1
2
2

is non-simple in G3.

4.5. Torsion-free classes over path algebras of Dynkin type

In this section, we use the results in the previous section to study torsion-free classes over
path algebras of Dynkin type. Throughout this section, let Q be a Dynkin quiver, and we use the
same notation as in Section 4.4.1. We have a natural surjection of algebras Π � kQ, defined
by annihilating all arrows in Q which do not appear in Q. Thereby we have an embedding
mod kQ ↪→ mod Π, and we often identify mod kQ with a subcategory of mod Π.

Let us recall the celebrated theorem of Gabriel:
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Theorem 4.5.1. The assignment M 7→ dimM for M ∈ mod kQ induces a bijection

dim: ind(mod kQ)
∼−→ Φ+.

In other words, indecomposable kQ-modules bijectively correspond to positive roots by taking di-
mension vectors.

4.5.1. Coxeter-sortable elements and torsion-free classes. We begin with introducing
some terminology which we need to give a description of torf kQ. Put n := #Q0. Then a Coxeter
element cQ of Q is an element cQ = su1

· · · sun of W with Q0 = {u1, . . . , un} which satisfies the
following condition: if there is an arrow i ← j in Q, then si appears before sj in this expression
of cQ.

Let c = cQ be a Coxeter element of Q, and w an element of W . We say that w is c-sortable if

there exists a reduced expression of the form w = c(0)c(1) · · · c(m) such that each c(i) is a subword
of c satisfying supp(c(0)) ⊃ supp(c(1)) ⊃ · · · ⊃ supp(c(m)). We call such an expression a c-sorting
word of w.

Now we can state the classification of torsion-free classes in mod kQ, which was first established
by [IT], and then generalized to any acyclic quiver by [AIRT] and [Tho].

Theorem 4.5.2 ([IT, Theorem 4.3]). Let Q be a Dynkin quiver and W its Weyl group. For
w ∈W , define a subcategory FQ(w) of mod kQ by

FQ(w) := add{M ∈ ind(mod kQ) | dimM ∈ inv(w)}.
Then the assignment w 7→ FQ(w) gives a bijection

{w |w is cQ-sortable} ∼−→ torf kQ.

4.5.2. Simple objects versus Bruhat inversions. Let w be a cQ-sortable element, then
we have a torsion-free class FQ(w) in mod kQ and a torsion-free class F(w) in mod Π. The relation
between these two was stated implicitly in [AIRT] and the proof was involved, thus we present a
brief explanation of it.

We begin with the following observation.

Proposition 4.5.3 ([AIRT, Theorem 3.3]). Let w be a cQ-sortable element in W and B1, . . . , Bl
a brick sequence of F(w) associated with a cQ-sorting word of w. Then we have Bi ∈ mod kQ for
each i.

Using this, we obtain the following description of FQ(w) via a brick sequence (c.f. [AIRT,
Theorem 3.11]).

Proposition 4.5.4. Let w be a cQ-sortable element in W , and let B1, . . . , Bl be a brick
sequence of F(w) associated with a cQ-sorting word of w. Then we have FQ(w) = add{B1, . . . , Bl}.
Moreover, FQ(w) = F(w) ∩mod kQ holds.

Proof. By Proposition 4.5.3, we have B1, . . . , Bl ∈ mod kQ, and {dimB1, . . . ,dimBl}=
inv(w) holds by Proposition 4.4.3. Since Theorem 4.5.1 implies that there exists exactly one
indecomposable kQ-module which has a fixed dimension vector, every indecomposable kQ-module
M with dimM ∈ inv(w) should appear in {B1, . . . , Bl}. Therefore, by the definition of FQ(w),
we have FQ(w) = add{B1, . . . , Bl}.

We will prove FQ(w) = F(w) ∩ mod kQ. Since each Bi belongs to F(w) ∩ mod kQ, we have
FQ(w) ⊂ F(w)∩mod kQ. Conversely, let M ∈ F(w)∩mod kQ. Then we have M ∈ Filt(B1, . . . , Bl)
by Theorem 4.3.5, where Filt is considered inside mod Π. On the other hand, since mod kQ ⊂ mod Π
is closed under subquotients, clearly we have M ∈ FiltkQ(B1, . . . , Bl), where FiltkQ means we
consider it inside mod kQ. However, add{B1, . . . , Bl} = FQ(w) is known to be closed under
extensions in mod kQ since it is a torsion-free class by Theorem 4.5.2. Thus M ∈ FQ(w) holds. �

Now we can state our classification of simple objects in FQ(w).

Theorem 4.5.5. Let w be a cQ-sortable element of W . Then a bijection dim: indFQ(w) →
inv(w) restricts to a bijection

dim: simFQ(w)
∼−→ Binv(w).
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In other words, simple objects in FQ(w) bijectively correspond to Bruhat inversions of w by taking
dimension vectors.

Proof. Let B1, . . . , Bl be a brick sequence of F(w) (not FQ(w)!) associated to a cQ-sorting
word of w. Then Proposition 4.5.4 says that FQ(w) = {B1, . . . , Bl}. Thus it suffices to show the
following:

(Claim): The following are equivalent for 1 ≤ m ≤ l:
(1) dimBm ∈ Binv(w) holds.
(2) Bm is a simple object in F(w)
(3) Bm is a simple object in FQ(w).

The equivalence of (1) and (2) is nothing but Theorem 4.4.8, thus it suffices to show that (2)
and (3) are equivalent. This immediately follows from the fact that FQ(w) = F(w) ∩ mod kQ
holds by Proposition 4.5.4 and that mod kQ is closed under subquotients in mod Π. �

As in the case of F(w), we can characterize the validity of the Jordan-Hölder property as
follows.

Corollary 4.5.6. Let w be an element of W . Then FQ(w) satisfies (JHP) if and only if
# Binv(w) = # supp(w) holds.

Proof. Immediate from Theorems 4.4.12 and 4.5.5, once we observe that suppF(w) are in
bijection with supp(w), which can be proved similarly to Proposition 4.4.14. �

These results generalize the results in [Eno4], in which the type A case was proved by direct
computation of representations of Q.

If we assume that the base field k is algebraically closed, then we can use the following result
of [DR] to give a more quick proof of Theorem 4.5.5 without using preprojective algebras.

Proposition 4.5.7 ([DR]). Let k be an algebraically closed field and Q a Dynkin quiver. Take
indecomposable kQ-modules L,M,N such that dimL + dimN = dimM holds in Φ+. Then by
interchanging L and N if necessary, there is an exact sequence in mod kQ of the following form:

0 L M N 0

Note that the proof of this given in [DR] is algebro-geometric. The author do not know
whether the same method can be used to study preprojective algebras, and whether this kind of
exact sequence always exists in the preprojective algebra case (see Conjecture 4.4.18).

Now we can give another proof of Theorem 4.5.5 provided that k is algebraically closed.

Proof of Theorem 4.5.5. Recall that we have a bijection dim: indFQ(w) → inv(w). We
will show that M ∈ indFQ(w) is simple in FQ(w) if and only if dimM ∈ Binv(w). If M is not
simple, then Theorem 4.2.17 clearly implies that dimM is a non-Bruhat inversion of w by taking
dimension vectors. Thus it suffices to show that if dimM is a non-Bruhat inversion of w, then M
is not a simple object in FQ(w).

By Theorem 4.2.17, there are α, β ∈ inv(w) such that dimM = α+ β holds since Φ is simply-
laced. Take indecomposable kQ-modules Mα and Mβ with dimMα = α and dimMβ = β, which
exist by Theorem 4.5.1. By definition we have Mα,Mβ ∈ FQ(w) holds. Then Proposition 4.5.7
implies that there exists a short exact sequence

0 Mα M Mβ 0

by interchanging α and β if necessary. Clearly this implies that M is not a simple object in
FQ(w). �

4.A. Description and enumeration for type A

In this appendix, we focus on type A case and give more explicit and combinatorial description
of results in this paper. First, we give an explicit diagrammatic construction of simple objects in
F(w) by using a Bruhat inversion graph Gw. Next, we characterize elements w such that F(w)
satisfies (JHP) in terms of Gw, and deduce some numerical consequences.
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Throughout this appendix, we will use the following notation:

• Q is a quiver whose underlying graph is the following Dynkin diagram of type An:

1 2 · · · n.

• Φ is a standard root system of type An in V := Rn+1, that is, Φ = {εi − εj | 1 ≤ i, j ≤
n+ 1}, where εi denotes the standard basis of V .
• We fix simple roots by αi := εi − εi+1 for 1 ≤ i ≤ n.
• W is the Weyl group of Φ, and we often identify W = Sn+1 with the symmetric group
Sn+1 acting on the set [n+ 1] := {1, 2, . . . , n, n+ 1} so that w(εi) = εw(i) holds.
• For i, j ∈ [n+ 1], we denote by (i j) ∈ Sn+1 the transposition of the letter i and j, and

put β(i,j) := εi − εj . Then (i j) is identified with the reflection with respect to β(i,j).
• For w ∈ Sn+1, we often use the one-line notation for w, that is, we write as w =
w(1)w(2) · · ·w(n+ 1).
• Π is the preprojective algebra of Φ.
• F(w) ∈ torf Π is the torsion-free class in mod Π defined in Theorem 4.4.1.

First, let us introduce the combinatorial variants of (Bruhat) inversion sets.

Definition 4.A.1. Let w be an element of Sn+1.

(1) Inv(w) consists of a pair (i, j) with 1 ≤ i < j ≤ n+ 1 such that the letter j appears left
to i in the one-line notation for w.

(2) BInv(w) consists of a pair (i, j) with 1 ≤ i < j ≤ n+ 1 such that the letter j appears left
to i and there is no k with i < k < j such that the letter k appears between j and i.

This notation is justified by the following, which can be proved by direct calculation.

Proposition 4.A.2. Let w be an element of W = Sn+1 and i, j ∈ [n+ 1]. Then the following
hold.

(1) β(i,j) ∈ inv(w) if and only if (i, j) ∈ Inv(w).
(2) β(i,j) ∈ Binv(w) if and only if (i, j) ∈ BInv(w).

Let us introduce a way to visualize Bruhat inversions, a Bruhat inversion graph. Let w be an
element of W = Sn+1. Consider a square array of boxes with (n + 1) rows and (n + 1) columns.
We name (i, j) to the box in the i-th row and j-th column, and put a dot in (i, w(i)) for each
1 ≤ i ≤ n+ 1. We call it a diagram of w. A Bruhat inversion graph Gw is obtained by connecting
every two dots in the diagram of w which correspond to the Bruhat inversion of w, that is, we
connect (w−1(i), i) and (w−1(j), j) if (i, j) ∈ BInv(w) holds. Figure 4 is examples for Gw for

1

1

2

2

3

3

4

4

5

5

1

1

2

2

3

3

4

4

5

5

1

1

2

2

3

3

4

4

5

5

1

1

2

2

3

3

4

4

5

5

w = 42153 w = 42513 w = 42351 w = 12543

Figure 4. Bruhat inversion graphs Gw

elements w in S5. It is clear from definition that Gw is obtained by connecting every two dots in
the diagram of w which look as follows,

such that there are no dots in the gray region. It is also clear from definition that an edge in Gw
bijectively corresponds to a Bruhat inversion of w.
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4.A.1. Diagrammatic description of simples in F(w). In this subsection, we will give a
combinatorial description of simple objects in F(w) using arc diagrams introduced in [Rea2] and
the description of bricks given in [Asa2]. The author would like to thank Y. Mizuno for explaining
to him the interpretation of the description in [Asa2] in terms of arc diagrams.

Let w be an element of Sn+1 = W . We will construct a Π-module Be for each edge e in Gπ
in the following way:

(1) Remove all the edges in Gw except e.
(2) Move down all the dots into a single horizontal line, allowing e to curve, but not to pass

through any dots. We call this diagram an arc diagram of e.
(3) Draw n vertical dashed lines between adjacent dots in the arc diagram, and name these

lines as 1, 2, . . . , n from left to right.
(4) Define a (not necessarily full) subquiver Q(e) of Q by the following rule:

• The vertex set of Q(e) consists of i ∈ Q0 such that e and the line i intersect in the
arc diagram of e.

• Suppose that we have i, i + 1 ∈ Q(e)0. If the segment of e cut by the lines i and
i+ 1 is above the unique dot between these lines, then we put an arrow i → i+ 1,
and put i← i+ 1 if the segment is below the dot.

We call Q(e) the defining quiver of Be.
(5) Define a Π-module Be as follows, where we construct Be as a representation of Q.

• To each i ∈ Q0, we assign k if i ∈ Q(e)0, and 0 otherwise.
• To each arrow i → j ∈ Q, we assign the identity map if i → j ∈ Q(e)1, and 0

otherwise.
Since two cycles in kQ annihilates Be by construction, we can regard Be as a Π-module.

Example 4.A.3. Figure 5 is an example of this construction for w = 42513 and all the edges
in Gw. The middle part is an arc diagram of three edges, and the right part shows defining quivers
of Be corresponding to magenta, green, red, gray and blue edges from top to bottom.

Figure 5. Example of Be for w = 42513

Gw

1 2 3 4

Arc diagrams

1 2 3 4

1

2 3

1 2 3 4

3

3 4

Q:

Q(e):

Figure 6 is an example for w = 42351 and two particular edges in Gw. Note that the orienta-
tions of edges between 2 and 3 in Q(e) may differ as in this example.

Figure 6. Example of Be for w = 42351
1 2 3 4

1 2 3 4

2 3

1 2 3 4

Q :

The above construction of arc diagrams is due to [Rea2]. More precisely, in [Rea2], arcs
were assigned only to descents of w, which are inversions (i, j) ∈ Inv(w) such that w is of the
form · · · ji · · · . Similarly, our construction of Π-modules Be is a generalization of the one given
in [Asa2, Theorem 4.6], where Be was given (without using arc diagrams) for elements w with
unique descent.
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We will confirm that Be is the simple object in F(w) associated with the Bruhat inversion
corresponding to e.

Proposition 4.A.4. Let w be an element of W = Sn+1. Take (i, j) ∈ BInv(w), and let e
denotes the edge in Gw corresponding to it. Then Be is the unique simple object in F(w) with
dimBe = β(i,j).

Proof. First, we will construct another element we ofW with a unique descent. The following
picture illustrates the construction, where all the dots lie in the gray regions.

(A)

(B)

(C)

(D)

(E)

(F)

(G)

(H)

⇒ Sort (G) and (H) ⇒ we⇒

The leftmost diagram is the diagram of w, and the red edge indicates e. Then perform the following
procedure, requiring that all the diagrams in each step are diagrams of some elements in W :

(1) Move all the dots in (B) and (C) to (A), and those in (D) and (E) to (F).
(2) Sort all the dots in (G) and (H) so that the column number increases from top to bottom.

Denote by we the resulting element. Then it is clear from the construction that we has the unique
descent. See Figure 7 for the example of this process, where w = 56723814.

Alternatively, in terms of the one-line notation, we can describe we as follow. Let w =
· · · (a) · · · j · · · (b) · · · i · · · (c) · · · be the one-line notation for w. First, move all the numbers in (b)
and (c) which are smaller than i to (a), and all the numbers in (a) and (b) which are larger than
j to (c). Then we obtain an element of the form · · · (a) · · · ji · · · (c) · · · , since (i, j) is a Bruhat
inversion of w. Next, sort the part (a) and (c) in ascending order, and denote by we the resulting
element. Then we = · · · ji · · · has the unique descent at the underlined part.

It is straightforward to see that the module Be is the same as the module Bwe := Be′ , where
e′ is the (unique) edge in the Bruhat inversion graph of we. Moreover, it is easily checked that
Bwe is nothing but the brick constructed in [Asa2, Theorem 4.6] associated to we, which has the
unique descent.

It is shown in [Asa2, Theorem 3.1] that Bwe is the label of the unique arrow starting at F(we).
In particular, we have Bwe ∈ brickF(we). On the other hand, by construction, it is straightforward
to check that Inv(we) ⊂ Inv(w) holds, which implies we ≤ w in the right weak order in W , see
e.g. [BB, Proposition 3.1.3]. Thus we have F(we) ⊂ F(w) in torf Π by Theorem 4.4.1. Hence we
have Bwe ∈ brickF(w). Therefore, Corollary 4.4.9 implies that Bwe is the unique simple object in
F(w) with its dimension vector β(i,j), since β(i,j) ∈ Binv(w). �

By this, we can obtain all the simple objects in F(w) by computing Be for each edge e in Gw,
as we have done in Figure 5.

Figure 7. Example for we in Proposition 4.A.4

⇒ ⇒

1 2 3 4 5 6 7 81 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8

w = 56723814 52163784 we = 12563478
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4.A.2. Forest-like permutations and the Jordan-Hölder property. Next, we will in-
vestigate elements w ∈W = Sn+1 such that F(w) satisfy the Jordan-Hölder property. By Theorem
4.4.15, this is equivalent to that # supp(w) = # Binv(w). By using [Sage], we calculated the num-
ber of such elements in Sn+1 and obtained a sequence 2, 6, 22, 89, 379, 1661, . . . . This coincides
with [OEIS, A111053], a sequence of the number of forest-like permutations defined in [BMB].
These conditions are equivalent (up to a multiplication by the longest element), as we shall see
later.

The following is the result of [BMB] in our context.

Theorem 4.A.5 ([BMB, Theorem 1.1]). Let w be an element of W = Sn+1. Then the
following are equivalent:

(1) The Bruhat inversion graph Gw is a forest, that is, it does not contain any cycles as an
undirected graph.

(2) Define a map Lw : Zn → ZBinv(w) by Lw(ei) =
∑
{β |β ∈ Binv(w), i ∈ supp(β)}, where ei

denotes the i-th standard basis of Zn. Then this map is surjective.
(3) w avoids the patterns 4231 and 3412 with Bruhat restriction 4 ↔ 1, that is, there exist

no 1 ≤ a < b < c < d ≤ n + 1 such that the one-line notation for w is of the form
w = · · · d · · · b · · · c · · · a · · · or w = · · · c · · · da · · · b · · · .

We call w forest-like if Gw is a forest. We remark that w is forest-like in our sense if and only
if w0w is forest-like in the sense of [BMB], where w0 = (n+ 1)n · · · 21 is the longest element.

This turns out to be equivalent to our characterization of w such that F(w) satisfies (JHP):

Proposition 4.A.6. Let w be an element of W = Sn+1. Then the following are equivalent:

(1) F(w) satisfies (JHP), that is, # supp(w) = # BInv(w) holds.
(2) w is forest-like.

Proof. We will show that the surjectivity of Lw : Zn → ZBinv(w) is equivalent to the bijectivity
of the map ϕw : ZBinv(w) → Zsupp(w) in Theorem 4.4.15.

Since supp(w) is a subset of Q0 = {1, 2, . . . , n}, we have the natural inclusion ι : Zsupp(w) ↪→ Zn.
Then it is clear from the definition of Lw that Lw is surjective if and only if so is L′w := Lw ◦
ι : Zsupp(w) → ZBinv(w).

Now it is straightforward to check that L′w is nothing but the Z-dual of ϕw by calculating
matrix representations of L′w and ϕw: the transpose of the matrix representing L′w coincides with
the matrix representing ϕw. In particular, since ϕw is always surjective, L′w should be injective.
Therefore, the surjectivity of Lw is equivalent to the bijectivity of L′w, which is in turn equivalent
to the bijectivity of ϕw, since Z-dual HomZ(−,Z) is a duality of the category of finitely generated
free Z-modules. �

The motivation of forest-like permutations in [BMB] comes from the study of Schubert varieties
in the flag variety. Consider the flag variety SLn+1(C)/B, where B is the subgroup of upper
triangular matrices. For w ∈ Sn+1, let ew denote the permutation matrix for w. Then the
Schubert variety Xw is the Zariski closure of the B-orbit of ew in the flag variety.

It is known that Xw is a projective variety, which is not necessarily smooth. There are various
studies on the relation between algebro-geometric properties of Xw and combinatorial properties
of w. For example, Xw is smooth if and only if w avoids the patterns 4231 and 3412. Since there
are many excellent papers and books on Schubert varieties, we only refer the reader to the recent
survey article [AbBi] for the details.

We say that a variety is factorial if the local ring at every point is a unique factorization
domain. In [WY, Proposition 2], it was proved that Xw is factorial if and only if the map Lw
in Theorem 4.A.5 is surjective. Thus Theorem 4.A.5 characterizes the factoriality of Xw in a
combinatorial way.

By combining this result to Theorems 4.4.15 and 4.A.5, Proposition 4.A.6 and [BMB, Theorem
3.1], we immediately obtain the following summary:

Corollary 4.A.7. Let w be an element of W = Sn+1. Then the following are equivalent:
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(1) Gw is forest.
(2) # supp(w) = # BInv(w) holds.
(3) Elements in Binv(w) are linearly independent.
(4) F(w) satisfies (JHP).
(5) Xw is factorial.
(6) w avoids the pattern 4231 and 3412 with Bruhat restriction 4↔ 1.

We remark that there is an explicit formula for the generation function of the number of
forest-like permutations in [BMB, (2)], and the number grows exponentially, which says that
although there are lots of forest-like permutations, the number is relatively small compared to
#Sn+1 = (n+ 1)!.

Theorem 4.4.15 shows that (2)-(4) above are equivalent for all Dynkin types. It seems that
they are also equivalent to (5) for other Dynkin types, by the same argument as in Proposition
4.A.6 using the maps ϕw in Theorem 4.4.15 and Lw in Theorem 4.A.5 and the Monk-Chevalley
formula. Since the author does not have appropriate knowledge on algebraic geometries and
Schubert varieties, we state it in the following conjecture:

Conjecture 4.A.8. Let G be a simple algebraic group over C, B a Borel subgroup, Φ the
associated root system and W the Weyl group. Fix w ∈W , and denote by Xw the Schubert variety
in G/B. Then the following are equivalent:

(1) Xw is factorial.
(2) # supp(w) = # Binv(w) holds, or equivalently, Bruhat inversions of w are linearly inde-

pendent, or equivalently, the torsion-free class F(w) in mod ΠΦ satisfies (JHP).

For type D case, we can use the realization of the Weyl group as a group of signed permutations
with even number of negatives. In particular, it seems to be an interesting problem to find an
analogue of Corollary 4.A.7 for type D case.



CHAPTER 5

Monobrick, a uniform approach to torsion-free classes and
wide subcategories

This chapter is based on [Eno6]
For a length abelian category, we show that all torsion-free classes can be classified by using

only the information on bricks, including non functorially-finite ones. The idea is to consider
the set of simple objects in a torsion-free class, which has the following property: it is a set of
bricks where every non-zero map between them is an injection. We call such a set a monobrick.
In this paper, we provide a uniform method to study torsion-free classes and wide subcategories
via monobricks. We show that monobricks are in bijection with left Schur subcategories, which
contains all subcategories closed under extensions, kernels and images, thus unifies torsion-free
classes and wide subcategories. Then we show that torsion-free classes bijectively correspond to
cofinally closed monobricks. Using monobricks, we deduce several known results on torsion(-free)
classes and wide subcategories (e.g. finiteness result and bijections) in length abelian categories,
without using τ -tilting theory. For Nakayama algebras, left Schur subcategories are the same as
subcategories closed under extensions, kernels and images, and we show that its number is related
to the large Schröder number.

5.1. Introduction

For a finite-dimensional algebra Λ, several classes of subcategories of mod Λ have been inves-
tigated in the representation theory of algebras. Among them, torsion classes and torsion-free
classes have been central, together with their connection to the tilting theory and various trian-
gulated categories.

Recently, Adachi-Iyama-Reiten’s paper [AIR] made a major breakthrough in a classification of
these subcategories. They show that functorially finite torsion-free classes can be classified using
support τ−-tilting modules. Their method is to consider Ext-injective objects.

In this paper, we take a different approach, which enables us to classify all torsion-free classes
in any length abelian categories. Our method is to consider simple objects (Definition 5.2.2).
We observe that every simple object in a torsion-free class is a brick (a module with a division
endomorphism ring), and we classify torsion-free classes using only the information on bricks:

Theorem N (= Theorem 5.3.15). Let A be a length abelian category. Then we have a bijection
between the following sets.

(1) The set of all torsion-free classes F in A.
(2) {M|M is a set of bricks in A satisfying the following two conditions: }

(MB) Every non-zero map between objects in M is injective.
(CC) If there is an injection N ↪→ M for a brick N 6∈ M and M ∈ M, then there is a

non-zero non-injection N →M ′ for some M ′ ∈M.

The map from (1) to (2) is given by the set simF of simple objects in F , and from (2) to (1) is
given by taking the extension closure FiltM of M.

Example 5.1.1 (= Example 5.7.4). Let Λ be any Nakayama algebra whose quiver is given
by 1 � 2. Then there are 4 bricks in mod Λ, namely, 1, 2, 12,

2
1. Only from the information on

(non-)injections between them, we can combinatorially list up a setM satisfying (MB) and (CC)
above, namely, ∅, {1}, {2}, {1, 21}, {2, 12}, {1, 2}. Hence there are 6 torsion-free classes in mod Λ,
namely, 0 = Filt∅,Filt{1},Filt{2},Filt{1, 21},Filt{2, 12},Filt{1, 2} = mod Λ.

95
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In this paper, we call a set M of bricks satisfying (MB) a monobrick. A well-known example
is a semibrick, a pairwise Hom-orthogonal set of bricks. It is classical that semibricks in A are
in bijection with wide subcategories in A by the same maps as in Theorem N (c.f. [Rin1, 1.2]).
The aim of this paper is to provide a uniform theory to study monobricks and several kinds of
subcategories including torsion-free classes and wide subcategories, thereby giving a systematic
framework for studying these subcategories.

Our starting point is the bijection between mbrickA, the set of monobricks in A, and SchurLA,
the set of left Schur subcategories. A left Schur subcategory is a category whose simple objects
satisfy the one-sided Schur’s lemma (see Definition 5.2.5). The class of left Schur subcategories
contains any subcategories of A which are closed under extensions, kernels and images, thus unifies
torsion-free classes and wide subcategories.

Theorem O (= Theorems 5.2.11, 5.3.15, 5.4.5). Let A be a length abelian category. Then we
have bijections between the set of left Schur subcategories and monobricks in A:

SchurLA mbrickA
sim

Filt

Moreover, this bijection restricts to the following bijections:

• wideA� sbrickA between the set of wide subcategories of A and semibricks in A, and
• torfA � mbrickc.c.A between the set of torsion-free classes in A and cofinally closed

monobricks in A (monobricks satisfying (CC) in Theorem N).

In the case of Nakayama algebras, we show that left Schur subcategories are precisely subcat-
egories closed under extensions, kernels and images (Theorem 5.6.1), and the number of left Schur
subcategories is related to the large Schröder number (Theorem 5.6.12).

We establish Theorem O by using two natural maps W : SchurLA� wideA and F : SchurLA�
torfA, where W(E) is the same as in [IT, MS] (Definition 5.4.3) and F(E) is the smallest torsion-free
class containing E . We describe these maps in terms of a natural poset structure of monobricks
M, namely, L ≤ M in M if there is an injection L ↪→ M . Then semibricks and cofinally closed
monobricks can be characterized by this poset structure (see Proposition 5.4.2 and Definition
5.3.2). Now the maps W and F are easily described in terms of the poset structure as follows.

Theorem P (= Theorems 5.3.15, 5.4.5). Let A be a length abelian category.

(1) The following diagram commutes, and the horizontal maps are bijections.

SchurLA mbrickA

wideA sbrickA

W

sim

Filt
max

sim

Filt

Here maxM for a monobrick M denotes the set of maximal elements of M.
(2) The following diagram commutes, and the horizontal maps are bijections.

SchurLA mbrickA

torfA mbrickc.c.A

F

sim

Filt
(−)

sim

Filt

Here M for a monobrick M denotes the cofinal closure of M (Definition 5.3.5).

As an application, we can quickly prove the finiteness result in [DIJ]: torfA is a finite set if
and only if there are only finitely many bricks (Theorem 5.5.5). In addition, we can easily deduce
the following bijections between torfA and wideA using only some combinatorial observation on
posets. This was proved in [MS] in the case of finite-dimensional algebras by using τ -tilting theory.

Corollary Q (= Corollary 5.5.4). Let A be a length abelian category. Suppose that torfA
is a finite set. Then the maps W : torfA� wideA : F are mutually inverse bijections.
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Comparison to τ-tilting theory. For the convenience of the reader, we summarize advan-
tages and disadvantages of monobricks compared to τ -tilting theory.

(Advantages)

• τ -tilting theory uses Ext-projectives, while we use simple objects. This enables us to
work with any length abelian categories, where there may not be any projective objects.

• τ -tilting theory cannot classify non functorially finite cases, while monobricks can. This
is because non-functorially finite subcategories may not have Ext-projectives.

• Using monobricks, we can study both wide subcategories and torsion-free classes in the
same framework, and the relation between them become more transparent.

• Left Schur subcategories, or subcategories closed under extensions, kernels and images,
seem to be new objects to study. Our enumerative result on Nakayama algebras via the
Schröder number suggests that there are more hidden combinatorics in other algebras.

(Disadvantages)

• In general, left Schur subcategories are complicated to deal with. Actually, there are left
Schur subcategories which are not even closed under direct summands (Example 5.7.2).

• One of the benefits of τ -tilting theory is a mutation, which provides a way to create
various torsion-free classes starting from mod Λ. So far, we have no such theory for
monobricks.

• We cannot investigate functorial finiteness by monobricks. More precisely, two isomor-
phic monobricks (as posets) can correspond to functorially finite and non-functorially
finite torsion-free classes (Example 5.7.5).

Finally, we should mention the relation of this paper to [Asa1], where a bijection between
functorially finite torsion-free classes and semibricks satisfying some conditions was established.
Although we cannot reprove his result (due to the last diasadvantage), his map can be easily
described via monobricks: F 7→ max(simF). See Remark 5.4.6 for the more detail.

Organization. This paper is organized as follows. In Section 5.2, we study basic properties
of left Schur subcategories and monobricks, and establish a bijection between them. In Section
5.3, we study the cofinal closure M and show its relation to torsion-free classes. In Section 5.4,
we study the map W and its relation to maxM. In Section 5.5, we apply previous results to show
results on torsion-free classes and wide subcategories. In Section 5.6, we give a combinatorial
classification of monobricks over Nakayama algebras, and enumerate its number. In Section 5.7,
we show some examples of the classification of monobricks and the computation ofM and maxM.

Conventions and notation. Throughout this paper, we assume that all categories are
skeletally small, that is, the isomorphism classes of objects form a set. In addition, all subcategories
are assumed to be full and closed under isomorphisms. We often identify an isomorphism class
in a category with its representative. We always denote by A a skeletally small length abelian
category, that is, an abelian category in which every object has finite length. For a collection C
of objects in A, we denote by add C the subcategory of A consisting of direct summands of finite
direct sums of objects in C. For a finite-dimensional algebra Λ, we denote by mod Λ the category
of finitely generated right Λ-modules. For a set A, we denote by #A its cardinality.

5.2. Bijection between monobricks and left Schur subcategories

First we introduce a monobrick in a length abelian category A. Recall that a brick in A is an
object M such that EndA(M) is a division ring.

Definition 5.2.1. Let M be a set of isomorphism classes of bricks in A.

(1) M is called a monobrick if every morphism between elements of M is either zero or an
injection in A. We denote by mbrickA the set of monobricks in A.

(2) M is called a semibrick if every morphism between elements of M is either zero or an
isomorphism. We denote by sbrickA the set of semibricks in A.
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Note the assumption that a monobrick M consists of bricks is automatically satisfied if we
require the above property, since every non-zero endomorphism of M inM should be an injection,
thus an isomorphism since M has finite length.

Clearly every semibrick is a monobrick, thus sbrickA ⊂ mbrickA holds. Next we introduce
left Schur subcategories of A. Roughly speaking, it is an extension-closed subcategory of A such
that the “one-sided Schur’s lemma” holds. Let us define some notations.

Definition 5.2.2. Let E be a subcategory of A.

(1) E is closed under extensions or extension-closed in A if it satisfies the following condition:
for every short exact sequence

0 X Y Z 0

in A, if X and Z belong to E , then so does Y .
(2) Suppose that E is extension-closed in A. Then a non-zero object M in E is a simple

object in E if there is no exact sequence of the form

0 L M N 0

in A satisfying L,M,N ∈ E and L,N 6= 0. We denote by sim E the set of isomorphism
classes of simple objects in E .

Clearly simA is nothing but the set of the usual simple objects in an abelian category A.
Thus sim E is an analogue of simple objects inside E . Simple objects can be considered as one of
the invariants of extension-closed subcategories, and has an application such as a characterization
of the Jordan-Hölder type property in E [Eno4].

To define and study left Schur subcategories, the following terminology is useful.

Definition 5.2.3. Let C be a collection of objects in A. Then a non-zero object M ∈ A is
left Schurian for C if every morphism M → C with C ∈ C is either zero or an injection in A.

Note that we do not require that M belongs to C. It is clear that a collection M of non-zero
objects in A is a monobrick if and only if every object inM is left Schurian forM. Simple objects
in A (in the usual sense) are left Schurian for any collection C.

The fundamental relation between left Schurian objects and simple objects is as follows.

Proposition 5.2.4. Let E be an extension-closed subcategory of A. Then the following hold.

(1) {M ∈ E |M is left Schurian for E} is a monobrick.
(2) If M in E is left Schurian for E, then M is simple in E.

Proof. (1) Suppose that M and N in E are left Schurian for E . Then since M is left Schurian
for E , every morphism M → N is either zero or an injection. Thus the assertion holds.

(2) Suppose that M in E is left Schurian for E , and take an exact sequence

0 L M N 0π

in A with L,N ∈ E . Then π should be either zero or an injection. In the former case, we have
N = 0, and in the latter, we have L = 0. Thus M is simple in E . �

Then we can define a left Schur subcategory as follows.

Definition 5.2.5. A subcategory E of A is left Schur if it satisfies the following conditions:

(1) E is closed under extensions in A.
(2) Every simple object in E is left Schurian for E , that is, for a simple object M in E , every

morphism M → X with X ∈ E is either zero or an injection in A.

We denote by SchurLA the set of left Schur subcategories of A.

The following immediately follows from Proposition 5.2.4:

Corollary 5.2.6. Let E be a left Schur subcategory of A and M an object in E. Then M is
simple in E if and only if M is left Schurian for E. Moreover, sim E is a monobrick.
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We are going to show that all wide subcategories and torsion-free classes are left Schur. Let
us recall the definitions of these subcategories.

Definition 5.2.7. Let E be a subcategory of A.

(1) E is closed under kernels (resp. cokernels, images) if for every morphism X → Y in E ,
we have Ker f (resp. Coker f , Im f) belongs to E .

(2) E is closed under subobjects (resp. quotients) if every subobject (resp. quotient object)
of X belongs to E for every X in E .

(3) E is a torsion-free class (resp. torsion class) in A if it is closed under extensions and
subobjects (resp. extensions and quotients) in A. We denote by torfA the set of torsion-
free classes in A.

(4) E is a wide subcategory of A if it is closed under extensions, kernels and cokernels. We
denote by wideA the set of wide subcategories of A.

It can be easily shown that every wide subcategory or every torsion-free class in A is closed
under extensions, kernels and images. We prove that this condition implies left Schur, thus
wideA ⊂ SchurLA and torfA ⊂ SchurLA hold.

Proposition 5.2.8. Let E be a subcategory of A which is closed under extensions, kernels and
images in A. Then E is a left Schur subcategory of A.

Proof. Let M be a simple object in E and f : M → X be a morphism with X ∈ E . Then we
have the following exact sequence in A:

0 Ker f M Im f 0

Since E is closed under kernels and images, we have Ker f, Im f ∈ E . Thus either Ker f = 0 or
Im f = 0 since M is simple in E . In the former case, we have that f is an injection in A, and in
the latter, we have f = 0. Thus M is left Schurian for E , hence E is left Schur. �

Example 5.2.9. Let k be a field and Q be a quiver 1 ← 2 ← 3. Then the Auslander-Reiten
quiver of mod kQ is as follows:

3
2
1

2
1

3
2

1 2 3

Now E1 = add{1, 21,
3
2
1
, 2} is a torsion-free class, and sim E1 = {1, 2, 32

1
}. It can be checked that every

simple object in E1 is left Schurian for E1, thus is a left Schur subcategory (this follows also from

Proposition 5.2.8). On the other hand, consider E2 = add{21,
3
2
1
, 2}. This subcategory is closed

under extensions, and all the three indecomposables are simple objects in E2. However, we have a
non-zero non-injection 2

1� 2. Thus E2 is not a left Schur subcategory.

For a left Schur subcategory E of A, we have a monobrick sim E by Corollary 5.2.6. Conversely,
for a given monobrickM, we will construct a left Schur subcategory whose simples areM. To do
this, we will use the following operation.

Definition 5.2.10. Let C be a collection of objects in A. Then Filt C denotes the subcategory
of A consisting of objects X such that there is a chain

0 = X0 < X1 < · · · < Xn = X

of subobjects of X such that Xi/Xi−1 is in C for each i. We call such a chain a C-filtration of X,
and n a length of this C-filtration.

It follows from the Noether isomorphism theorem that Filt C is extension-closed, and it is
obvious from the construction that it is the smallest extension-closed subcategory of A containing
C.

Now we can state our first main result of this paper.
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Theorem 5.2.11. Let A be a length abelian category. Then sim and Filt give mutually inverse
bijections between left Schur subcategories of A and monobricks in A, which extends the bijection
between wide subcategories and semibricks:

sim : SchurLA mbrickA : Filt

wideA sbrickA

∼

∼

We need some preparation to prove it. For two collections C and D of objects in A, we denote
by C ∗ D the subcategory of A consisting of objects X such that there is an exact sequence

0 C X D 0

in A with C ∈ C and D ∈ D. As for this, the following lemma in [Eno5, Lemma 3.10] is useful.
We give a proof for the convenience of the reader.

Lemma 5.2.12. Let M be an object in A. If M is left Schurian for two collections C and D
of objects in A, then M is left Schurian also for C ∗ D.

Proof. Take a short exact sequence in A

0 C X D 0ι π

with C ∈ C and D ∈ D. Let ϕ : M → X be any morphism, and we will prove that ϕ is either zero
or an injection in A. Consider the following commutative diagram.

M

0 C X D 0

ϕ
ϕ

ι π

Since M is left Schurian for D, either πϕ is an injection or πϕ = 0. In the former case, ϕ is an
injection, so suppose the latter. Then there exists a morphism ϕ : M → C with ϕ = ϕι. Since M
is left Schurian for C, we have that ϕ is either zero or injective. Thus ϕ is either zero or injective
respectively. �

Now we are ready to prove Theorem 5.2.11.

Proof of Theorem 5.2.11. For a left Schur subcategory E of A, we have sim E ∈ mbrickA
by Corollary 5.2.6, thus we have a map sim : SchurLA → mbrickA.

For the converse direction, letM be a monobrick in A. Then FiltM is closed under extensions
in A. We will prove that FiltM is a left Schur subcategory of A. We show the following claim:

(Claim): Let M be a monobrick. Then the following are equivalent for M ∈ FiltM.

(1) M is simple in FiltM.
(2) M is in M.
(3) M is left Schurian for FiltM.

Proof of (Claim).
(1) ⇒ (2): By the construction of FiltM and the definition of a simple object, every simple

object in FiltM should belong to M.
(2) ⇒ (3): Let M ∈ M. Since M is a monobrick, M is left Schurian for M. Then by using

Lemma 5.2.12 repeatedly, M is left Schurian for FiltM.
(3) ⇒ (1): This follows from Proposition 5.2.4. �
In particular, the implication (1) ⇒ (3) implies that FiltM is left Schur. Therefore we obtain

a map Filt : mbrickA → SchurLA. We will prove that these maps are mutually inverse to each
other. Since A is length, it can be easily shown by induction on lengths that E = Filt(sim E) holds
for any extension-closed subcategory E of A. Thus Filt ◦ sim : SchurLA → SchurLA is the identity.
Conversely, (Claim) implies sim(FiltM) = M for a monobrick M. Therefore, we have mutually
inverse bijections sim : SchurLA� mbrickA : Filt.

Finally, we claim that this bijections sim : SchurLA
∼−→ mbrickA : Filt restricts to bijections

wideA ↔ sbrickA. Ringel’s result [Rin1, 1.2] implies that FiltM is a wide subcategory of A ifM
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is a semibrick. Conversely, let E be a wide subcategory of A. Then E is an abelian category, and
it is easy to see that simple objects in E coincides with usual simple objects in an abelian category
E . Thus the Schur’s lemma in E implies that sim E is a semibrick. �

5.3. Maps to torsion-free classes and cofinally closed monobricks

In this section, we will show that a left Schur subcategory E of A is a torsion-free class if and
only if sim E is a cofinally closed monobrick. Then we construct a map from mbrickA to the set of
cofinally closed monobricks, taking the cofinal closure, which corresponds to the map F(E) which
sends E to the smallest torsion-free class containing E .

5.3.1. Cofinal extension and cofinal closure of monobricks. First we observe that each
monobrick has a natural poset structure, which will play a central role in this paper.

Definition 5.3.1. Let M be a monobrick in A. For M,N in M, we define M ≤ N if there
is an injection M → N in A. Since A is length, it is easily checked that ≤ is actually a partial
order on M. We call this order the submodule order on M.

We introduce a notion of cofinal extension between monobricks, and cofinally closed mono-
bricks.

Definition 5.3.2. Let M and N be two monobricks in A. Then we say that N is a cofinal
extension of M, or M is cofinal in N , if it satisfies the following conditions:

(1) M⊂ N holds.
(2) For every N ∈ N , there exists M ∈M satisfying N ≤M in N .

We say that a monobrick M is cofinally closed if there is no proper cofinal extension of M. We
denote by mbrickc.c.A the set of cofinally closed monobricks in A.

Note that this is a purely poset theoretical notion, and has nothing to do with the actual
module structure of each brick.

Cofinal extensions of M is closed under unions in the following sense:

Proposition 5.3.3. Let M be a monobrick in A. Suppose that {Ni | i ∈ I} is a family
of cofinal extensions of M. Then

⋃
i∈I Ni is a cofinal extension of M (in particular, it is a

monobrick).

Proof. Clearly, we only have to see that N :=
⋃
i∈I Ni is actually a monobrick. Take N1

and N2 in N with N1 ∈ Ni1 and N2 ∈ Ni2 , and let f : N1 → N2 be any map. Since Ni2 is a
cofinal extension of N , there is an injection ι : N2 ↪→ M with M ∈ M. Then the composition
ιf : N1 →M is a map between elements in Ni1 , thus it should be either zero or an injection since
Ni1 is a monobrick. Then the injectivity of ι implies that f is either zero or an injection. �

This immediately implies the existence of the largest cofinal extension of a given monobrick,
which is cofinally closed.

Corollary 5.3.4. Let M be a monobrick in A. Then the union M of all cofinal extensions
of M satisfies the following properties:

(1) M is a cofinal extension of M.
(2) For every cofinal extension N of M, we have M⊂ N ⊂M.
(3) M is cofinally closed. Moreover, if N is a cofinal extension of M which is cofinally

closed, then N =M holds.

Proof. (1), (2) Clear from Proposition 5.3.6 and the definition of M.
(3) Let M′ be a cofinal extension of M. Then it is easy to see that M′ is also a cofinal

extension of M. Thus (2) implies M′ ⊂ M, thus M′ = M. Therefore, M is cofinally closed.
On the other hand, let N be a cofinal extension of M which is cofinally closed. Then we have
M⊂ N ⊂M holds by (2). It is obvous thatM is a cofinal extension of N , thus we have N =M
by the definition of the cofinal closedness. �



102 5. MONOBRICKS

Definition 5.3.5. LetM be a monobrick. We denote byM the union of all cofinal extensions
of M, and call it the cofinal closure of M. Then M is the unique cofinal extension of M which
is cofinally closed by Corollary 5.3.4.

Taking the cofinal closure defines a map (−) : mbrickA � mbrickc.c.A, which is the identity
on mbrickc.c.A by the definition of cofinal closedness. Similarly, we can check that a monobrick
M is cofinally closed if and only if M =M holds.

Next, we will characterize the cofinal closure as in the theory of integral extensions of com-
mutative rings: an integral closure of a ring is given by the set of all elements which is integral
over the base ring. To this purpose, we will introduce the following notion.

Definition 5.3.6. Let M be a monobrick in A. We say that a brick N in A is cofinal over
M if it satisfies the following conditions:

(1) There exist M ∈M and an injection N ↪→M in A.
(2) Every map N →M ′ with M ′ ∈M is either zero or an injection.

Proposition 5.3.7. Let M be a monobrick in A and N a brick in A. Then N is cofinal over
M if and only if M∪ {N} is a cofinal extension of M.

Proof. The “if” part is clear. Conversely, suppose that N is cofinal over M, and we claim
that M ∪ {N} is a cofinal extension of M. Obviously it suffices to show that M ∪ {N} is a
monobrick.

Clearly we only have to show that every map f : M → N with M ∈ M is either zero or
an injection. By the assumption, there is an injection ι : N ↪→ M ′ with M ′ ∈ M. Then the
composition ιf : M → M ′ is a map between elements in M, thus is either zero or an injection.
Since ι is injective, this implies that f is either zero or an injection. �

Now we can describe a cofinal extension of a monobrick in terms of elements:

Corollary 5.3.8. Let M be a monobrick in A and N a set of bricks in A satisfying M⊂ N
(we do not require that N is a monobrick). Then the following are equivalent:

(1) N is a cofinal extension of M (in particular, N is a monobrick).
(2) Every element in N is cofinal over M.

Proof. (1) ⇒ (2): It follows immediately from definition.
(2) ⇒ (1): By Proposition 5.3.7, we have that M∪ {N} is a cofinal extension of M for each

N ∈ N . Since we have N =
⋃
N∈N (M ∪ {N}), Proposition 5.3.6 implies that N is a cofinal

extension of M. �

Similarly, we have the following description of the cofinal closure.

Corollary 5.3.9. Let M be a monobrick in A. Then we have

M = {N ∈ brickA | N is cofinal over M}.
In particular, M is cofinally closed if and only if the following condition is satisfied:

(CC) If a brick N has an injection N ↪→M of some M ∈M and N 6∈ M, then there is some
non-zero non-injection N →M ′ to M ′ ∈M.

Proof. Since M is a cofinal extension of M, every element in M is cofinal over M. Con-
versely, suppose that a brick N is cofinal over M. Then M∪{N} is a cofinal extension of M by
Proposition 5.3.7. Thus we have M∪ {N} ⊂ M by Corollary 5.3.4, hence N ∈M. �

5.3.2. Torsion-free classes and cofinally closed monobricks. In this subsection, we will
show that the map F : SchurLA � torfA corresponds to the map (−) : mbrickA � mbrickc.c.A
defined in the previous subsection.

First of all, we can construct a torsion-free class from any collection of objects in A as follows.

Definition 5.3.10. Let C be a collection of objects in A.

• We denote by sub C the collection of all subobjects of objects in C (where subobjects
mean the usual subobjects in an abelian category A).
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• We denote by F(C) := Filt(sub C).

Lemma 5.3.11. Let C be a collection of objects in A. Then F(C) is the smallest torsion-free
class containing C.

Proof. Although this is well-known (e.g. [MS, Lemma 3.1]), we give a proof here for the
convenience. Clearly it suffices to show that F(C) is a torsion-free class in A. Since F(C) =
Filt(sub C) is extension-closed in A, it is enough to show that F(C) is closed under subobjects.

Take any M ∈ F(C) and its subobject X ↪→ M . We will show X ∈ F(C) by the induction of
a (sub C)-filtration length n of M . If n = 1, then M ∈ sub C holds, thus M is a subobject of some
C ∈ C. Then it follows that X is also a subobject of C, which proves X ∈ sub C ⊂ F(C).

Now suppose n > 1. Then there is a short exact sequence 0 → L
ι−→ M

π−→ N → 0 with
L,N ∈ F(C) such that L and N has (sub C)-filtrations of length smaller than n. We can obtain
the following exact commutative diagram,

0 L ∩X X π(X) 0

0 L M N 0ι π

where all the vertical maps are injections. By the induction hypothesis, we have L∩X,π(X) ∈ F(C).
Thus X ∈ F(C) holds since F(C) is extension-closed. �

The following basic observation is used later.

Lemma 5.3.12. Let C be a collection of objects in A. Then F(C) = F(Filt C) holds.

Proof. Since C ⊂ Filt C ⊂ F(Filt C), we have F(C) ⊂ F(Filt C) by the minimality of F(C). On
the other hand, F(C) = Filt(sub C) ⊃ Filt C holds, thus F(C) ⊃ F(Filt C). �

Thus we have the following commutative diagram.

mbrickA SchurLA

torfA

mbrickA SchurLA

Filt

∼

F
F

sim

∼

The following claims that the dotted map is nothing but taking the cofinal closure.

Proposition 5.3.13. Let M be a monobrick in A. Then we have M = sim F(M).

Proof. First, we will prove M ⊂ sim F(M), which is equivalent to that every object in M
is left Schurian for F(M) by Corollary 5.2.6. Take any M ∈ M. Then M is left Schurian for M
since M is a monobrick. Since every object in subM admits an injection into some object in M,
it is easily checked that M is left Schurian also for subM. Then Lemma 5.2.12 implies that M is
left Schurian for Filt(subM) = F(M).

Next, we will prove that M ⊂ sim F(M) is a cofinal extension. Let X be a simple object in
F(M) = Filt(subM). Then clearly we must have X ∈ subM. It follows that there is an injection
X ↪→M with M ∈M. This shows that sim F(M) is a cofinal extension of M.

Therefore, we have sim F(M) ⊂ M by Corollary 5.3.4. On the other hand, since M is a
monobrick, every object in M is left Schurian for M, thus so is for M. Then the same argument
as the first part implies M⊂ sim F(M). Hence sim F(M) =M holds. �

As a corollary, we have the following description of simple objects in F(E) for a left Schur
category E .

Corollary 5.3.14. Let E be a left Schur subcategory of A. Then sim F(E) consists of bricks
N in A which satisfy the following conditions:
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(1) There is an injection N ↪→M with M ∈ sim E.
(2) Every map N →M ′ with M ′ ∈ sim E is either zero or an injection.

Proof. This immediately follows from Corollary 5.3.9, since we have sim F(E) = sim E by
Proposition 5.3.13 and Theorem 5.2.11. �

Now we can state our characterization of torsion-free classes via monobricks.

Theorem 5.3.15. Let A be a length abelian category. Then we have the following commutative
diagram, and all the horizontal maps are bijective.

torfA mbrickc.c.A

SchurLA mbrickA

torfA mbrickc.c.A

sim

1

Filt

1
sim

F (−)
Filt

sim

Filt

Proof. Clearly it suffices to show that the following are equivalent for a monobrickM in A:

(1) M is cofinally closed.
(2) FiltM is a torsion-free class.

(1)⇒ (2): IfM is cofinally closed, thenM =M holds. Therefore, we have FiltM = FiltM =
Filt(sim F(M)) = F(M) by Proposition 5.3.13, thus FiltM is a torsion-free class in A.

(2) ⇒ (1): Since FiltM is a torsion-free class, we have F(M) = F(FiltM) = FiltM holds
by Lemma 5.3.12. Thus we have M = sim F(M) = sim(FiltM) = M by Proposition 5.3.13.
Therefore M is cofinally closed. �

We can obtain the following characterization of left Schur subcategories:

Corollary 5.3.16. Let E be a subcategory of A. Then E is left Schur if and only if there
exist a torsion-free class F of A and a subset M of simF such that E = FiltM holds.

Proof. Since simF (and its subset) is a monobrick for a torsion-free class F , the “if” part is
clear. Conversely, let E be a left Schur subcategory of A. Then we have sim E ⊂ sim E = sim F(E)
by Proposition 5.3.13. Thus F := F(E) satisfies the desired condition. �

As a similar result, we can prove the following.

Corollary 5.3.17. Let M be a set of isomorphism classes of bricks in A. Then M is a
monobrick if and only if there exist a cofinally closed monobrick N of A such that M is a subset
of N .

Proof. The “if” part is clear, and take N :=M for the “only if” part. �

5.4. Maps to semibricks and wide subcategories

We construct maps max : mbrickA → sbrickA and W : SchurLA → wideA, which are the
identities if restricted to sbrickA and wideA respectively. These maps correspond to each other
under Theorem 5.2.11.

First we consider the following operation on monobricks.

Proposition 5.4.1. Let M be a monobrick in A. Then the set maxM of maximal elements
for the submodule order on M is a semibrick.

Proof. It suffices to show that every map f : M → N with M,N ∈ maxM is zero if M 6= N .
Suppose that f is non-zero. Then f should be an injection in A sinceM is a monobrick. It follows
that M ≤ N , which contradicts to the maximality of M . �

Thus we obtain the map max : mbrickA → sbrickA. Actually we have the following charac-
terization of a semibrick in terms of the poset structure.
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Proposition 5.4.2. Let S be a monobrick in A. Then the following are equivalent:

(1) S is a semibrick.
(2) S is a discrete poset, that is, M ≤ N in S implies M = N .
(3) maxS = S holds.

Proof. This is immediate from definitions and Proposition 5.4.1. �

Next we introduce a map W : SchurLA → wideA. This extends the map W : torfA → wideA
defined by Marks-Št’ov́ıček [MS].

Definition 5.4.3. Let E be a left Schur subcategory of A. Then W(E) is a subcategory of E
consisting of objects W ∈ E satisfying the following condition: For every map f : W → X with
X ∈ E , we have Coker f ∈ E , where Coker f denotes the cokernel of f in A.

The following is a key lemma to show that W(E) is actually a wide subcategory.

Lemma 5.4.4. Let E be a left Schur subcategory of A. Then the following holds.

(1) For M ∈ sim E, the following are equivalent:
(a) M belongs to W(E).
(b) M is maximal in the submodule order on sim E.
(c) Every non-zero morphism f : M → X with X ∈ E is an injection in A and satisfies

Coker f ∈ E.
(2) If we have a short exact sequence

0 L M N 0i p

in A with L,M,N ∈ E, then M is in W(E) if and only if both L and N are in W(E).

Proof. (1) Let M be a simple object in E .
(a) ⇒ (b): Suppose that M is not maximal in sim E . Then we have a proper injection

ι : M ↪→M ′ with M ′ ∈ sim E . Consider the following exact sequence in A:

0 M M ′ Coker ι 0ι

Since ι is not an isomorphism, Coker ι is non-zero. Then Coker ι does not belong to E , since
otherwise M ′ would not be simple in E . This implies that M does not belong to W(E).

(b) ⇒ (c) Let f : M → X be a non-zero map with X ∈ E . Then f is an injection in A since
E is left Schur. We will prove Coker f ∈ E by induction on a (sim E)-filtration length of X.

If X belongs to sim E , then the maximality of M clearly implies that f should be an iso-
morphism. Suppose that X has (sim E)-filtration of length n > 1. Then we have a short exact

sequence 0 → L
ι−→ X

π−→ N → 0 with L ∈ sim E and N has (sim E)-filtration of length n − 1 (in
particular, L,N ∈ E). Consider the following diagram:

M

0 L X N 0

f

ι π

We consider two cases.
(Case 1): πf = 0. In this case, there is a map f : M → L satisfying f = ιf . By the induction

hypothesis, f is either zero or an injection with Coker f ∈ E . In the former case, we have f = 0,
which is a contradiction. Thus the latter holds. Then we obtain the following exact commutative
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diagram.

0 0

M M

0 L X N 0

0 Coker f Coker f N 0

0 0

f f

ι π

Since Coker f and N belong to E , so does Coker f since E is extension-closed.
(Case 2): πf 6= 0. In this case, πf is an injection with Coker(πf) ∈ E by the induction

hypothesis. Then we obtain the following exact commutative diagram.

0 0

M M

0 L X N 0

0 L Coker f Coker(πf) 0

0 0

f πf

ι π

Since L and Coker(πf) belong to E , so does Coker f since E is extension-closed.
(c) ⇒ (a): Clear from the definition of W(E).
(2) Suppose that L and N belong to W(E), and we will prove M ∈ W(E). Take any map

f : M → X with X ∈ E . Then we obtain the following exact commutative diagram, where f is a
map induced from the universality of the cokernel N of i.

0 L M N 0

L X Coker(fi) 0

i

f

p

f

fi

Since L is in W(E) and X is in E , we have Coker(fi) ∈ E . Therefore, we have Coker f ∈ E since
N is in W(E). On the other hand, it can be shown that the right square is a pushout diagram.
Thus Coker f ∼= Coker f holds, which proves Coker f ∈ E . Therefore M ∈W(E) holds.

Conversely, suppose that M belongs to W(E), and we will show that L and N belong to W(E).
First we will prove L ∈W(E). Take any map f : L→ X with X ∈ E . Then by taking the pushout,
we obtain the following exact commutative diagram.

0 L M N 0

0 X E N 0

f

i

f

p

Since the left square is pushout, we have Coker f ∼= Coker f . On the other hand, we have E ∈ E
since E is extension-closed and X,N ∈ E . Thus Coker f ∈ E holds by M ∈ W(E). Therefore
Coker f ∈ E , which proves L ∈W(E).
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Next we will prove N ∈ W(E). Take any map f : N → X with X ∈ E . Then since p is a
surjection, Coker f ∼= Coker(fp) holds. On the other hand, Coker(fp) ∈ E holds by M ∈ W(E)
and X ∈ E . Therefore Coker f ∈ E , which proves N ∈W(E). �

Now we are ready to prove the main result in this section.

Theorem 5.4.5. Let A be a length abelian category. Then the following hold.

(1) W(W) =W holds for a wide subcategory W of A.
(2) W(E) is a wide subcategory of A for a left Schur subcategory E of A.
(3) The following diagram commutes, and all the horizontal maps are bijective.

wideA sbrickA

SchurLA mbrickA

wideA sbrickA

sim

1

Filt

1
sim

W max
Filt

sim

Filt

Proof. (1) Clear from the definition of W(W) since W is closed under cokernels.
(2), (3) Let E be a left Schur subcategory of A and put M := sim E . By Theorem 5.2.11,

it clearly suffices to show that W(E) = Filt(maxM), since maxM is a semibrick by Proposition
5.4.1. By Lemma 5.4.4 (1), we have maxM⊂ W(E). Since E is extension-closed, it can be easily
checked that Lemma 5.4.4 (2) implies Filt(maxM) ⊂W(E).

Conversely, take any M in W(E). We will prove M ∈ Filt(maxM) by the induction on a
M-filtration length n of M .

If n = 1, we have M ∈ M = sim E . Thus Lemma 5.4.4 (1) implies M ∈ maxM, hence in
particular M ∈ Filt(maxM). Suppose n > 1, then there is a short exact sequence in A

0 L M N 0.

such that L and N has M-filtrations of length smaller than n. In particular, we have L,N ∈ E .
Then Lemma 5.4.4 (2) implies that L,N ∈W(E) by M ∈W(E). By the induction hypothesis, we
have L,N ∈ Filt(maxM), which shows M ∈ Filt(maxM). �

Remark 5.4.6. Let F be a torsion-free class in A. Then max(simF) = sim W(F) holds by
Theorem 5.4.5. In [AP, Proposition 6.5], it is shown that this coincides with the set of brick labels
of arrows starting at F , which is introduced in [DIRRT]. Therefore, in our context, considering
the brick labels of F is nothing but taking the maximal element of the simple objects in F . In
[Asa1], the bijection between functorially finite torsion-free classes and semibricks satisfying some
condition was established, and its bijection is given by taking brick labels of arrows starting at F ,
thus coincides with max(simF).

5.5. Applications

In this section, we give an application of the theory of monobricks to torsion-free classes and
wide subcategories. We give new proofs of several results on these subcategories, such as Demonet-
Iyama-Jasso’s finiteness results [DIJ] and Marks-Št’ov́ıček’s bijection [MS], and make the relation
between torsion-free classes and wide subcategories more transparent, which can be applied to any
length abelian categories, without using any τ -tilting theory.

5.5.1. Maps between torsion-free classes and wide subcategories via monobricks.
In this section, we consider the restrictions of our maps W and F to W : torfA → wideA and
F : wideA → torfA. By using monobricks, we can reprove and generalize a Marks-Št’ov́ıček’s
result by using only the easy poset theoretical argument.

Proposition 5.5.1. Let A be a length abelian category. Then the following hold.

(1) Let M be a monobrick in A and N a cofinal extension of M. Then maxM = maxN
holds. In particular, we have maxM = maxM holds.
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(2) Let S be a semibrick. Then we have maxS = S. Thus the composition max ◦(−) : sbrickA →
sbrickA is the identity.

(3) [MS, Proposition 3.3] The composition W ◦ F : wideA → wideA is the identity.

Proof. (1) Let M be a maximal element ofM. If M is not maximal in N , then there is some
N ∈ N with M < N . However, since N is cofinal in M, there is some M ′ ∈ M with N ≤ M ′,
which implies M < M ′. This is a contradiction, thus we have maxM⊂ maxN . Conversely, let N
be a maximal element of N . Then since N is cofinal in M, there is some M ∈ M with N ≤ M .
Then the maximality implies N = M ∈M, thus N ∈ maxM holds.

(2) Obvious from (1).
(3) This follows from (2) and Theorems 5.3.15 and 5.4.5. �

In general, the map F : wideA → torfA is not a surjection, and its image is studied in [AP].
We give a description of its image in terms of monobricks.

Proposition 5.5.2. Let F be a torsion-free class in A. Then the following are equivalent.

(1) F = F(W(F)) holds.
(2) There is a wide subcategory W satisfying F = F(W).
(3) There is a semibrick S satisfying simF = S.
(4) simF is a cofinal extension of some semibrick.
(5) max(simF) is cofinal in simF , that is, for every element M in simF , there is an element

S ∈ simF such that M ≤ S holds and S is maximal in simF .

Proof. (1) ⇒ (2): Obvious.
(2) ⇒ (3): Clear from Theorem 5.4.5 and Theorem 5.3.15.
(3) ⇒ (4): This is clear since simF = S is a cofinal extension of S.
(4) ⇒ (5): Let S be a semibrick such that simF is a cofinal extension of S. Then we have

S = maxS = max(simF) holds by Propositions 5.4.2 and 5.5.1. Thus max(simF) is cofinal in
simF .

(5) ⇒ (1): (5) implies that simF is a cofinal extension of max(simF), and simF is cofinally

closed by Theorem 5.3.15. Thus we have max(simF) = simF holds by Corollary 5.3.4. This is
nothing but (1) under the bijections in Theorems 5.3.15 and Theorem 5.4.5. �

Example 5.5.3. Let us consider the 2-Kronecker case, see Example 5.7.5 for the detail and
notations. By checking which cofinally closed monobrickM satisfies that maxM is cofinal inM,
any monobricks except case (M2) satisfy this. Thus any torsion-free classes except (M2) (torsion-
free classes consisting of all preprojective modules) belong to the image of F : wideA → torfA.

As a corollary, we can quickly prove a Marks-Št’ov́ıček’s bijection (c.f. [MS, Corollary 3.11]).

Corollary 5.5.4. Let A be a length abelian category. Then the maps F : wideA� torfA : W
induces a bijection between wideA and F(wideA). If A has only finitely many torsion-free classes,
then F(wideA) = torfA holds, thus F and W are mutually inverse bijections between wideA and
torfA.

Proof. Since the composition wideA F−→ torfA W−→ wideA is the identity by Proposition
5.5.1, it suffices to show the last assertion. Suppose that A has finitely many torsion-free classes,
and it suffices to prove that maxM is cofinal in M for every (cofinally closed) monobricks by
Proposition 5.5.2. We will see in Theorem 5.5.5 that there are only finitely many bricks in A up
to isomorphism. Therefore, every monobrick M is a finite poset, thus clearly maxM is cofinal in
M. �

5.5.2. Finiteness conditions. In this subsection, we study several finiteness conditions on
monobricks. First we consider when torfA or wideA or mbrickA is finite. We denote by brickA
the set of isomorphism classes of bricks in A.

Theorem 5.5.5. Let A be a length abelian category. Then the following are equivalent:

(1) brickA is finite, that is, there are only finitely many bricks in A up to isomorphism.
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(2) mbrickA is finite.
(2)′ SchurLA is finite.
(3) mbrickc.c.A is finite.

(3)′ torfA is finite.
(4) sbrickA is finite.

(4)′ wideA is finite.
(5) There are only finitely many subcategories of A which are closed under extensions, kernels

and images.

Proof. First, note that (i) and (i)′ are equivalent for i = 2, 3, 4 by Theorems 5.2.11 and
5.3.15.

(1) ⇒ (2): This is clear since mbrickA is a subset of 2brickA, the power set of brickA.
(2) ⇒ (3): This is clear by mbrickc.c.A ⊂ mbrickA.
(3) ⇒ (4): This is clear by an injection (−) : sbrickA ↪→ mbrickc.c.A shown in Proposition

5.5.1.
(4) ⇒ (1): A map brickA → sbrickA defined by S 7→ {S} is clearly injective.
(2)′ ⇒ (5): This is clear since every subcategory of A closed under extensions, kernels and

images is left Schur by Proposition 5.2.8.
(5) ⇒ (3)′: This is clear since every torsion-free class in A is closed under extensions, kernels

and images. �

Definition 5.5.6. We call a length abelian category A brick-finite if it satisfies the equivalent
conditions of Theorem 5.5.5.

Remark 5.5.7. In the case A = mod Λ for a finite-dimensional algebra Λ, the equivalence of
(1) and (3)′ is a particular case of [DIJ, Theorems 3.8, 4.2], and such an algebra is called τ -tilting
finite. Actually it was shown in [DIJ] that mod Λ is brick-finite if and only if there are only finitely
many functorially finite torsion-free classes, a little stronger result than ours.

Next we consider when each monobrick consists of finitely many bricks. We begin with the
following general observation on posets. A subset X of a poset P is called a chain if X is totally
ordered, and an antichain if every two distinct elements in X are incomparable. For an element
m of a poset P , we put ↓ m := {x ∈ P |x ≤ m}.

Lemma 5.5.8. Let P be a poset such that every chain in ↓ m is finite for every m in P . Then
P is finite if and only if it satisfies the following two conditions.

(1) maxP is cofinal in P , that is, every element is below some maximal element.
(2) Every antichain of P is a finite set.

Proof. If P is finite, then it clearly satisfies (1) and (2).
Conversely, suppose that P is an infinite set. Since maxP is an antichain of P , it is a finite

set by (2). By (1), we have P =
⋃
m∈maxP (↓ m). Since P is infinite and maxP is finite, we may

assume that ↓ m1 is an infinite set for m1 ∈ maxP .
Put P1 := (↓ m1) \ {m1} = {x ∈ P |x < m1}. Clearly P1 also satisfies (2), since every

antichain of P1 is also an antichain of P . Suppose that there is an element x ∈ P1 which is not
below any maximal elements in P1. Since x is not maximal in P1, there is some x < x1 with
x1 ∈ P1, and x1 is not below any maximal elements in P1. By iterating this, we obtain an infinite
chain inside P1 ⊂ (↓ m1), which is a contradiction. Thus P1 satisfies (1).

Now we can repeat the same process as P to find an element m2 ∈ P1 such that ↓ m2 is
infinite. Then apply the same process to P2 := {x ∈ P |x < m2}. We can iterate this procedure,
and obtain an infinite chain m1 > m2 > m3 > · · · in ↓ m1. This is a contradiction. �

By using this, we can prove the following criterion of the finiteness of a monobrick.

Proposition 5.5.9. Let M be a monobrick in A. Then M is a finite set if and only if it
satisfies the following two conditions:

(1) Every element in M is below some maximal element in M.
(2) Every semibrick S with S ⊂M is a finite set.
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Proof. First we will check that a poset M satisfies the assumption and the conditions in
Lemma 5.5.8. Take any M ∈ M and consider ↓ M . Clearly 0 ≤ l(X) < l(M) holds for every
element X in ↓ M , where l(−) denotes the lengths of objects in A. If X < X ′ in M, then
l(X) < l(X ′) holds. Thus clearly ↓M cannot contain any infinite chains.

The condition (1) and (2) in Lemma 5.5.8 is nothing but (1) and (2) in this proposition
respectively. Moreover, we can check that a subset S of M is an antichain if and only if S is a
semibrick. Thus the assertion holds. �

As an application, we have the following criterion of the finiteness of the number of simple
objects in a given torsion-free class.

Corollary 5.5.10. Let F be a torsion-free class in A. Then simF is a finite set if and only
if F satisfies the following conditions.

(1) F = F(W) holds for some wide subcategory W of A.
(2) Every semibrick S satisfying S ⊂ simF is finite.

The following is the fundamental relation between brick-finiteness and the finiteness of each
monobrick.

Theorem 5.5.11. Let A be a length abelian category. Then the following are equivalent.

(1) Every monobrick in A is a finite set.
(2) Every cofinally closed monobrick in A is a finite set.

(2)′ # simF is finite for every torsion-free class F in A.
(3) Every semibrick in A is a finite set, and the map F : wideA ↪→ torfA is surjective.

Moreover, if A = mod Λ for a finite-dimensional algebra Λ, then the following are also equivalent.

(4) mod Λ is brick-finite, that is, there are only finitely many bricks in mod Λ.

Proof. (1) ⇒ (2): Obvious.
(2) ⇒ (1): Let M be a monobrick in A. Then M ⊂ M holds for the cofinal closure of M.

Since M is cofinally closed, it is finite by (2), thus so is M.
(2) ⇔ (2)′: Clear from Theorem 5.3.15.
(1) + (2)′ ⇒ (3): The surjectivity of the map F : wideA ↪→ torfA follows from Corollary

5.5.10. Since every semibrick is a monobrick, it is finite by (1).
(3) ⇒ (2)′: Clear from Corollary 5.5.10.
Now we have shown the equivalence of (1), (2), (2)′ and (3). From now on, suppose that Λ is

a finite-dimensional algebra and A = mod Λ.
(2)′ ⇒ (4): Suppose that mod Λ is not brick-finite. Then by [DIJ, Theorem 3.8], there is

a torsion-free class F in mod Λ which is not functorially finite. Put F0 := 0 ∈ torf(mod Λ).
Then [DIJ, Theorem 3.1] implies that there is a functorially finite torsion-free class F1 satisfying
F0 ( F1 ⊂ F . Since F is not functorially finite, we have F1 ( F . By repeating this process, we
obtain a strictly ascending chain 0 = F0 ( F1 ( F2 ( · · · of torsion-free classes. Put G :=

⋃
i≥0 Fi.

Then it is clearly a torsion-free class, and simG is finite by (2)′. Therefore, there is some i such
that simG ⊂ Fi holds. Since Fi is extension-closed, this would imply G = Filt(simG) ⊂ Fi ⊂ G,
thus Fi = Fi+1 = · · · = G, which is a contradiction.

(4) ⇒ (1): Clear. �

We propose the following conjecture related to this, which is of interest in its own.

Conjecture 5.5.12. Let Λ be a finite-dimensional algebra. If every semibrick in mod Λ is a
finite set, then mod Λ is brick-finite, that is, Λ is τ -tilting finite.

Roughly speaking, Proposition 5.5.9 and Theorem 5.5.11 says that in order to show brick-
finiteness, we have to show the finiteness of antichains (semibricks) and chains of bricks. Thus
this conjecture is roughly equivalent to the following question: if every monobrick has finite width
(finite antichains), then does every monobrick have a finite height?

Regarding this, it was recently shown in [ST, Theorem 1.1] that the finiteness of height implies
brick-finiteness. More precisely, it was shown that if there is an upper bound on the lengths of
bricks, then mod Λ is brick-finite.
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5.6. Monobricks over Nakayama algebras

For a finite-dimensional algebra Λ, we put mbrick Λ := mbrick(mod Λ) and so on. In this
section, we investigate monobricks and left Schur subcategories of mod Λ for a Nakayama algebra
Λ. For the details on Nakayama algebras, we refer the reader to standard texts such as [ASS, V.3].

First of all, we show that left Schur subcategories are precisely categories closed under exten-
sions, kernels and images.

Theorem 5.6.1. Let Λ be a Nakayama algebra and E a subcategory of mod Λ. Then E is left
Schur if and only if E is closed under extensions, kernels and images. In particular, we have the
bijection between the following two sets:

(1) mbrick Λ, the set of monobricks in mod Λ.
(2) The set of subcategories of mod Λ closed under extensions, kernels and images.

The maps are given by Filt and sim.

Proof. We use the result in [Eno4, Corollary 5.19]: every torsion-free class in mod Λ satisfies
the Jordan-Hölder type property. We refer the reader to [Eno4] for the details on this property.

By Proposition 5.2.8, we only have to show that every left Schur subcategory E of mod Λ is
closed under kernels and images. By Theorem 5.2.11, there is a monobrick M satisfying E =
FiltM. Consider the cofinal closureM ofM and put F := F(E). Then we haveM = simF ⊃M
by Proposition 5.3.13. Let f : X → Y be a map in E . Since F is closed under kernels and images
in mod Λ, we obtain the following short exact sequence in F :

0 Ker f X Im f 0.

Since F satisfies the Jordan-Hölder property, we can speak of composition factors inside F . Since
X is in E = FiltM, all the composition factors of X inside F belongs to M by M ⊂ simF .
Therefore, all the composition factors of Im f and Ker f must be in M, since the above short
exact sequence is a conflation in F . This implies Im f and Ker f belong to FiltM = E . �

Our next aim is to give a combinatorial classification of monobricks for Nakayama algebras.
The following basic observation on quotient algebras and monobricks is useful. Recall that for
a two-sided ideal I of a finite-dimensional algebra Λ, we have the natural fully faithful functor
mod(Λ/I) ↪→ mod Λ, and its essential image consists of Λ-modules M satisfying MI = 0. By this,
we may identify mod(Λ/I) with the subcategory of mod Λ consisting of such modules.

Proposition 5.6.2. Let Λ be a finite-dimensional algebra and I its two-sided ideal. Then by
identifying mod(Λ/I) with the subcategory of mod Λ, we have

mbrick(Λ/I) = mod(Λ/I) ∩mbrick Λ

Proof. This follows from the fact that the natural functor mod(Λ/I) ↪→ mod Λ is fully faithful
and that a morphism in mod(Λ/I) is an injection in mod(Λ/I) if and only if so is in mod Λ. �

By this, the classification of monobricks over Λ/I is reduced to that of Λ in principle. Keeping
this in mind, it suffices to consider the following two Nakayama algebras.

Definition 5.6.3. Let n be a positive integer. Then we define two algebras An and Bn as
follows:

(1) An is the path algebra of the following quiver.

1 2 · · · n
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(2) Bn is the quotient of the path algebra of the following by the ideal generated by all the
paths of lengths n.

1

2

3

· · ·

n− 1

n

Note that we have the natural identification Bn/〈en〉 ∼= An−1, where en is the primitive
idempotent of Bn corresponding to n.

The following shows that to classify monobricks over Nakayama algebras, it suffices to consider
An and Bn.

Proposition 5.6.4. Let Λ be a basic connected Nakayama algebra with # sim(mod Λ) = n.

(1) If the quiver of Λ is acyclic, then Λ ∼= An/I for some I, thus mbrick Λ ⊂ mbrickAn holds.
(2) If the quiver of Λ is cyclic, then there exist a Nakayama algebra B′ and two algebra

surjections B′ � Λ and B′ � Bn such that mbrick Λ ⊂ mbrickBn holds inside mbrickB′.

Proof. (1) This is well-known, e.g. [ASS, Theorem V.3.2]
(2) The existence of a Nakayama algebra B′ such that Λ and Bn are quotients of B′ is

obvious (consider the path algebra of the cyclic quiver and annihilate sufficiently large paths),
thus it suffices to see that every brick M in modB′ is contained in modBn. This is clear since if
indecomposable module M does not belong to Bn, then it is easily checked that M has non-zero
endomorphism which is not an isomorphism. �

To deal with modules over An and Bn, we will use the following combinatorial description.

Definition 5.6.5. Let n be a positive integer.

• We put [n] := {1, 2, . . . , n}.
• For two elements i, j in [n], we calculate i+j ∈ [n] and i−j ∈ [n] modulo n, for example,
n+ 1 = 1 and 1− 1 = n.

• An arc on [n] is an element of [n]× [n].
• An admissible arc on [n] is an arc (i, j) satisfying i < j.
• For an arc α = (i, j) on [n], we call i its starting point and j its ending point.
• The socle series of an arc α = (i, j) on [n] is a sequence of elements in [n] defined by

(i, i+ 1, . . . , j − 1).
• An arc diagram D on [n] is a set of arcs, that is, a subset of [n]× [n].
• An arc diagram D is admissible if every arc in D is admissible.

We represent arcs and arc diagrams on [n] as follows: Consider the Euclidean plane R2 and
put i on (i, 0) + Z(n, 0) for each i ∈ [n]. Then for an arc α = (i, j), we draw “arcs” in the upper
half-plane which connect each i and the first j which appear right to this i.

For example, the following is an arc diagram D = {(1, 1), (2, 3), (3, 2)} on [3]. These three arcs
have socle series (1, 2, 3), (2), (3, 1) respectively.

· · · • • • • • • • • · · ·
3

3

1

1

2

2

3

3

1

1

2

2

3

3

1

As this figure, it is convenient to draw a dashed line on the x-axis and label each line segment as
above, so that the socle series of α is the sequence of labels surrounded by α. Also, we often draw
an admissible arc diagram by omitting the repeated part, for example, the following is a picture
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of an admissible arc diagram {(1, 2), (1, 4), (3, 4)} on [4].

• • • •
1

1

2

2

3

3

4

We say that a sequence (n1, . . . , na) is a partial sequence of a sequence (m1, . . . ,mb) if there
is some integer i with 1 ≤ i ≤ b − a + 1 satisfying n1 = mi, n2 = mi+1, . . . , na = mi+a−1 holds.
For example, (3, 1), (2) and (2, 3, 1) are subsequences of (2, 3, 1), but (1, 2), (2, 1) and (3, 1, 2) are
not.

Definition 5.6.6. We say that a pair {α, β} of two different arcs α and β on [n] is a weakly
non-crossing pair if either of the following conditions is satisfied:

• The socle series of α is a partial sequence of that of β.
• The socle series of β is a partial sequence of that of α.
• The socle series of α and β are disjoint, that is, there exists no element in [n] which

appears in the both socle series.

Moreover, for a weakly non-crossing pair {α, β}, we define the following.

(1) It is a mono-crossing pair if α and β have the same starting point.
(2) It is a epi-crossing pair if α and β have the same ending point.
(3) It is a non-crossing pair if it is neither mono-crossing nor epi-crossing.

We say that {α, β} is a strictly crossing pair if they are not weakly non-crossing.

Intuitively, a pair of two arcs is weakly non-crossing if they do not cross in the half-plane
model except at their starting points or ending points, and is non-crossing if in addition they do
not share neither the stating points nor the ending points.

Example 5.6.7. Consider an arc diagram {(1, 1), (2, 3), (3, 1), (3, 2)} on [3]:

· · · • • • • • • • • · · ·
3

3

1

1

2

2

3

3

1

1

2

2

3

3

1

· · ·

Then the crossing relations between four arcs are as follows:

(1, 1) (2, 3)

(3, 1) (3, 2)

NC

EC NC

MC

NC SC

Here NC, EC, MC and SC means non-crossing, epi-crossing, mono-crossing and strictly crossing
respectively.

Remark 5.6.8. Suppose that α = (a, b) and β = (c, d) are distinct admissible arcs. Then it is
straightforward to see that {α, β} is strictly crossing if and only if a < c < b < d or c < a < d < b.

Definition 5.6.9. Let n be a positive integer and D an arc diagram on [n].

(1) D is non-crossing if every distinct pair of arcs in D is a non-crossing pair.
(2) D is mono-crossing if every distinct pair of arcs in D is either a mono-crossing or a

non-crossing pair.

Now let us return to the algebraic side.

Definition 5.6.10. Let n be a positive integer and α = (i, j) be an arc on [n]. Then we
denote by Mα the unique indecomposable Bn-module satisfying socMα = i and topMα = j − 1.
If α is admissible, that is, i < j, then we may regard Mα as an An−1-module by the surjection
Bn � Bn/〈en〉 ∼= An−1.
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Now by the standard description of indecomposable modules and morphisms between them
over Nakayama algebras (e.g. [ASS, Theorem V.3.5]), it is easy to show the following.

Proposition 5.6.11. Let n be a positive integer. Then the assignment α 7→ Mα induces a
bijection between the set of arcs on [n] and brickBn, and a bijection between the set of admissible
arcs on [n] and brickAn−1. Moreover, the following hold for two arcs α and β on [n].

(1) {α, β} is a non-crossing pair if and only if {Mα,Mβ} is a semibrick.
(2) {α, β} is a mono-crossing pair if and only if {Mα,Mβ} is a monobrick and not a semib-

rick.

Therefore, we have the following bijections, where MD := {Mα |α ∈ D} for an arc diagram D:

{mono-crossing arc diagrams on [n]} mbrickBn

{non-crossing arc diagrams on [n]} sbrickBn

M(−)

∼

∼

and

{mono-crossing admissible arc diagrams on [n]} mbrickAn−1

{non-crossing admissible arc diagrams on [n]} sbrickAn−1.

M(−)

∼

∼

By combining this with Theorem 5.6.1, the problem of classifying all the subcategories closed
under extensions, kernels and images is reduced to purely combinatorial problem, namely, classi-
fying all the mono-crossing (admissible) arc diagrams on [n].

In the rest of this section, we give an explicit formula on # mbrickAn and # mbrickBn. Note
that the formula on # sbrickAn and # sbrickBn is given by Asai [Asa1, Lemmas 3.4, 3.7]:

# sbrickAn−1 =
1

n+ 1

(
2n

n

)
(the n-th Catalan number, [OEIS, A000108])

# sbrickBn =

(
2n

n

)
([OEIS, A000984])

Here
(
n
i

)
denotes the binomial coefficient. We can also compute # sbrickAn−1 using Proposition

5.6.11. Non-crossing admissible arc diagrams on [n] clearly correspond to the classical non-crossing
partition on [n] (see [Rin2, N.4.1] for the detail). Therefore, its number is equal to the number of
non-crossing partitions, which is well-known to be equal to the Catalan number.

Our enumeration of monobricks is based on the same idea: find a bijection between the
set of mono-crossing arc diagrams and some combinatorial sets, whose number has already been
computed by combinatorialists.

The following is our enumerative result.

Theorem 5.6.12. Let n be a positive integer. Then the following equalities hold.

# mbrickAn = [OEIS, A006318](n) =

n∑
i=0

1

i+ 1

(
n

i

)(
n+ i

i

)
, the n-the large Schröder number.

(5.6.1)

# mbrickBn = [OEIS, A002003](n) = 2

n∑
i=0

(
n− 1

i

)(
n+ i

i

)
. (5.6.2)

Proof. By Proposition 5.6.11, it suffices to count the numbers of

(1) mono-crossing admissible arc diagrams on [n+ 1], and
(2) mono-crossing arc diagrams on [n].

(1) We will show that the number of mono-crossing admissible arc diagrams on [n] is equal to
the (n− 1)-the large Schröder number. The outline of the enumeration is as follows: we will show
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that mono-crossing admissible arc diagrams are in bijection with non-crossing linked partitions
introduced in [Dyk], whose number was known to be the large Schröder number.

A non-crossing linked partition of [n] is a set π of non-empty subsets of [n] satisfying the
following conditions.

(NCL1) [n] =
⋃
E∈π E holds.

(NCL2) For every E,F ∈ π with E 6= F , there exists no a < b < c < d satisfying a, c ∈ E and
b, d ∈ F .

(NCL3) We have #(E ∩ F ) ≤ 1 for every distinct E,F ∈ π, and if j ∈ E ∩ F , then either
j = minE, #E > 1 and j 6= minF hold, or the converse j = minF , #F > 1 and
j 6= minE hold. In particular, if E ∩ F 6= ∅, then #E,#F > 1 holds.

Then the number of non-crossing linked partitions of [n] is equal to the (n− 1)-the large Schröder
number by [Dyk]. We will prove the equality (5.6.1) by constructing a bijection from the set of
non-crossing linked partitions of [n] to the set of mono-crossing admissible arc diagrams. Our
construction is essentially the same as the graphical presentation given in [CWY].

Let π be a non-crossing linked partition of [n]. For each E ∈ π and j ∈ E with j 6= minE, we
draw an arc (minE, j). By this, we obtain an admissible arc diagram Dπ.

We claim that Dπ is actually a mono-crossing arc diagram. Let {α, β} be a pair of arcs in Dπ
with α 6= β. By (NCL2) and Remark 5.6.8, this pair is weakly non-crossing. Thus it suffices to
show {α, β} is not epi-crossing. Assume that {α, β} is epi-crossing, then α and β have the same
ending point, that is, we can write as α = (iα, j) and β = (iβ , j) with iα 6= iβ . By the construction
of Dπ, there is E and F in π satisfying {iα, j} ⊂ E, {iβ , j} ⊂ F , iα = minE and iβ = minF .
Then E 6= F holds by iα 6= iβ . Now we have j ∈ E ∩ F but j 6= minE,minF , which contradicts
to (NCL3). Therefore, {α, β} is not epi-crossing, thus Dπ is a mono-crossing arc diagram.

Conversely, let D be a mono-crossing admissible arc diagram on [n]. For each i in [n], define
Ei ⊂ [n] as follows:

Ei :=


{i} ∪ {j | (i, j) ∈ D} if there is some arc starting at i,

{i} if there is no arc either starting or ending at i,

∅ otherwise

Note that i = minEi holds if Ei 6= ∅, thus Ei’s are pairwise distinct.
Put πD := {Ei | 1 ≤ i ≤ n,Ei 6= ∅}. We claim that πD is a non-crossing linked partition of

[n]. Clearly πD satisfies (NCL1). Assume that πD does not satisfy (NCL2), that is, there is some
Ei1 , Ei2 ∈ πD and a, c ∈ Ei1 , b, d ∈ Ei2 satisfying a < b < c < d. Then we have i1 < b < c < d by
i1 = minEi1 . We consider two cases i1 < i2 and i2 < i1.

If i1 < i2, then i1 < i2 ≤ b < c < d holds by i2 = minEi2 . Now c ∈ Ei1 and d ∈ Ei2 imply
(i1, c) ∈ D and (i2, d) ∈ D. From this, (i1, c) and (i2, d) is strictly crossing by i1 < i2 < c < d,
which is a contradiction. If i2 < i1, then i2 < i1 < b < c holds. Now c ∈ Ei1 and b ∈ Ei2 imply
(i1, c) ∈ D and (i2, b) ∈ D. Since these two arcs are strictly crossing, this is a contradiction. Thus
(NCL2) holds.

Next we will show that πD satisfies (NCL3). Suppose that Ei1 ∩ Ei2 6= ∅ for i1 6= i2 and
take j ∈ Ei1 ∩ Ei2 . If #Ei1 = 1, then j = i1 and there is no arc either starting or ending at i1.
However, i1 ∈ Ei2 and i1 6= i2 implies that (i2, i1) ∈ D, which is a contradiction. Thus #Ei1 > 1
and #Ei2 > 1 hold. Now if j 6= i1 and j 6= i2, then (i1, j), (i2, j) ∈ D holds. This is a contradiction
since these two arcs are epi-crossing. Thus either j = i1 or j = i2 holds. In the former case, we
have j = i1 = minEi1 and j = i1 6= i2 = minEi2 , and in the latter we have j = minEi2 and
j 6= minEi1 . Therefore (NCL3) is satisfied.

Now we have shown that πD is a non-crossing linked partition of [n] if D is a mono-crossing
admissible arc diagram. It is quite straightforward to see that D = DπD holds for a mono-crossing
admissible arc diagram, so we omit the proof.

Finally we show that π = πDπ holds for a non-crossing linked partition π of [n]. Let E ∈ π,
and we will show E = Ei for i := minE. We consider two cases:

(Case 1): E = {i}. Suppose that there is some arc (i, j) in Dπ. By the construction of Dπ,
there is some F ∈ π with i = minF and j ∈ F . This contradicts to (NCL3) since i ∈ E ∩ F
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and #E = 1. It follows that there is no arc starting at i. Similarly, suppose that there is some
arc (j, i) in Dπ. Then there is some F ∈ π with j = minF and i ∈ F . This contradicts to
(NCL3) by i ∈ E ∩F and #E = 1. Therefore, there is no arc either starting or ending at i, hence
Ei = {i} = E holds.

(Case 2): #E > 1. In this case, there is some arc starting at i in Dπ. By construction, E ⊂ Ei
holds. Conversely, take j ∈ Ei. Then (i, j) ∈ Dπ holds, thus there is some F ∈ π with i = minF
and j ∈ F . Since i ∈ E ∩ F and i = minE = minF , we must have E = F by (NCL3). Thus
j ∈ F = E holds, hence E = Ei.

We have shown π ⊂ πDπ . Conversely, take Ei ∈ πDπ . We consider two cases.
(Case 1): Ei = {i}. In this case, by construction, there is no arc either starting or ending at

i in Dπ. This means that there is no F ∈ π with #F > 1 which contains i. Thus {i} ∈ π should
hold by (NCL1), that is, Ei ∈ π.

(Case 2): #Ei > 1. By construction, there is some arc (i, j) in Dπ, thus there is some E ∈ π
satisfying i = minE and j ∈ E. It suffices to show E = Ei. If j′ ∈ E with j′ 6= i, then (i, j′) ∈ Dπ
holds by construction. Thus j′ ∈ Ei holds, and we obtain E ⊂ Ei. Conversely, suppose j′ ∈ Ei
with j′ 6= i. Then (i, j′) ∈ Dπ, so there is some E′ ∈ π with i = minE′ and j′ ∈ E′. Then
i ∈ E ∩ E′ satisfies i = minE = minE′, which implies E = E′ by (NCL3). Thus j′ ∈ E′ = E
holds. Therefore, we have Ei = E ∈ π.

Hence we obtain π = πDπ , which completes the proof.
(2) We will show the equality (5.6.2) by calculating the generating function using (5.6.1). Put

an := # mbrickAn, bn := # mbrickBn and consider the following generating functions.

f(t) :=

∞∑
n=1

ant
m,

g(t) :=

∞∑
n=1

bnt
n.

By using (5.6.1), it is known that the following hold (see e.g. [Bru, Theorem 8.5.7]):

f(t) =
1− t−

√
1− 6t+ t2

2

To compute g(t), we claim the following relation between an and bn.
(Claim): The equality bn = an +

∑n
i=1 i ai an+1−i holds.

Proof of (Claim): Let MDn be the set of mono-crossing arc diagram on [n], so #MDn = bn.
For 0 ≤ i ≤ n, we define MDn(i) as follows: MDn(0) consists of D ∈ MDn such that there is no
arc in D whose socle series contains n, and for 1 ≤ i ≤ n, MDn(i) consists of D ∈ MDn there is an
arc in D whose socle series contains n, and the minimum length of such arcs is i. Here the length
of the arc (i, j) is defined to be j− i ∈ [n]. Then clearly we have the following decomposition, and
we will count the number of MDn(i).

MDn =

n⊔
i=0

MDn(i),

For i = 0, clearly elements in MDn(0) are precisely mono-crossing admissible arc diagrams on
[n]. Thus #MDn(0) = an holds.

Let 1 ≤ i ≤ n. There are i arcs whose socle series contain n and whose lengths are i, that
is, (n− i+ 1, 1), (n− i+ 2, 2), . . . , (n, n+ i). Elements in MDn(i) contains precisely one such arc,
since any two such arcs are strictly crossing. Fix one such arc α = (j, j + i), and we will count
the number of elements in MDn(i) which contains α. Let D be such an element. Then consider
the restriction of D to the part {j, j + 1, . . . , j + i}, more precisely, consider the set of arcs whose
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socle series are partial sequences of that of α.

· · · • • • · · · • · · ·
j

α

j

j + 1

j+1

j + 2 j + i

By shifting −i, these arcs except α gives mono-crossing admissible arc diagram on [i] (note that
it is not [i − 1], since arcs cannot share the endpoint with α). Conversely, any mono-crossing
admissible arc diagram on [i] can be occur in this way by shifting +i.

In a similar way, consider the set of arcs whose socle series are disjoint from that of α. By
shifting −(j + i), these arcs gives mono-crossing admissible arc diagram on [n − i + 1], and vice
versa. Therefore, there are i · ai · an−i+1 possible arc diagrams in MDn(i). �

Now, by using (Claim), we obtain the following equality.

g(t) =

∞∑
n=1

bnt
n

= (a1 + 1a1a1)t+ (a2 + 1a1a2 + 2a2a1)t2 + (a3 + 1a1a3 + 2a2a2 + 3a3a1)t3 + · · ·
= (a1t+ a2t

2 + a3t
3 + · · · ) · (1 + a1 + 2a2t+ 3a3t

2 + · · · )

= f(t) · (1 +
df(t)

dt
)

=
1− t−

√
1− 6t+ t2

2
· 1

2

(
3− t√

1− 6t+ t2
+ 1

)
=

1

2

(
1 + t√

1− 6t+ t2
− 1

)
Since this coincides with the generating function of [OEIS, A002003], we have done. �

Remark 5.6.13. In the paper [Eno7], we will compute the number of monobricks in modAn
by using the completely different method. In fact, the number of subcategories in mod kQ closed
under extensions, kernels and images (thus left Schur) is determined in [Eno7] for a Dynkin quiver
Q. If we choose Q to be an An quiver with the linear orientation, An is nothing but kQ which is
Nakayama, thus the number of monobricks in modAn is equal to the number of such subcategories
by Theorem 5.6.1. Moreover, in [Eno7], it is shown that the number appeared in the right hand
side of (5.6.1) for a fixed i is equal to the number of monobricks with i elements.

5.7. Examples of computations

In what follows, we fix an algebraically closed field k. For several finite-dimensional algebras
Λ, we show the lists of monobricks and left Schur subcategories, and the behavior of the maps
W : SchurL Λ� wide Λ and F : SchurL Λ� torf Λ in terms of their counterparts max : mbrick Λ�
sbrick Λ and (−) : mbrick Λ� mbrickc.c. Λ.

Example 5.7.1. Let Q be a quiver 1 ← 2 ← 3, then the AR quiver of mod kQ is given in
Table 1. By Theorem 5.6.12, we have # mbrick kQ = 22, the third Schröder number. There are
1 + 6 monobricks M with #M ≤ 1, namely, an empty set, and a singleton consisting of each
indecomposable kQ-modules.

In Table 2, we list the remaining 15 monobricks, together with their poset structure. For
example, the notation 1 < 2

1, 3 means that this poset consists of the disjoint union of two chains
1 < 2

1 and 3. For each monobrickM, we write the corresponding left Schur subcategory FiltM in
the AR quiver, where the black vertices areM, and the white are the rest. If FiltM is not a wide
subcategory, then we write the monobrick corresponding to W(FiltM), which is equal to maxM
by Theorem 5.4.5. Similarly, if FiltM is not a torsion-free class, then we write the monobrick
corresponding to F(FiltM), which is equal to the cofinal closure M by Theorem 5.3.15.



118 5. MONOBRICKS

Table 1. The Auslander-Reiten quiver of mod k[1← 2← 3]

1

2
1

2

3
2
1

3
2

3

Table 2. Monobricks M over k[1← 2← 3] with #M≥ 2

M (as a poset) left Schur subcats wide? maxM torsion-free? M

1 < 2
1 No 2

1 Yes itself

1 <
3
2
1

No
3
2
1

No 1 < 2
1 <

3
2
1

1, 2 Yes itself Yes itself

1, 32 Yes itself No 1, 2 < 3
2

1, 3 Yes itself Yes itself

2
1 <

3
2
1

No
3
2
1

No 1 < 2
1 <

3
2
1

2
1, 3 Yes itself No 1 < 2

1, 3

2,
3
2
1

Yes itself No 1 <
3
2
1
, 2

2 < 3
2 No 3

2 Yes itself

2, 3 Yes itself Yes itself

1 < 2
1 <

3
2
1

No
3
2
1

Yes itself

1 < 2
1, 3 No 2

1, 3 Yes itself

1 <
3
2
1
, 2 No 2,

3
2
1

Yes itself

1, 2 < 3
2 No 1, 32 Yes itself

1, 2, 3 Yes itself Yes itself
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Now let us see some specific examples of computation of maxM andM. For a given monobrick
M, it is easy to describe its poset structure (we have L ≤ M in M whenever there is a non-
zero map L → M). Thus its maximal element maxM can be easily computed. For example,
consider M = {1, 21, 3}. Then since we have an injection 1 ↪→ 2

1 and there are no other non-zero
homomorphism, its poset structure is 1 < 2

1, 3, hence maxM = {21, 3}.
The computation of M is a little harder than maxM, but not so difficult. Recall from

Corollary 5.3.9 that M consists of all bricks N which satisfies the following two conditions:

(1) N is a submodule of some M ∈M.
(2) Every map N →M ′ with M ′ ∈M is either zero or an injection.

Thus, to compute M, first list up all submodules of elements in M which are bricks and not in

M, then check whether the condition (2) above holds. For example, letM = {2, 32
1
}. Then proper

submodules which are bricks are exactly 2
1 and 1. However, there is a non-zero non-injection 2

1� 2,
thus we exclude 2

1. In this way we obtain M =M∪ {1}.
Next consider the path algebra of an A3 quiver with another orientation.

Example 5.7.2. Let Q be a quiver 1→ 2← 3. There are 1+6 monobricksM with #M≤ 1,
namely, an empty set, and a singleton consisting of each indecomposable kQ-modules. It turns
out that # mbrick Λ = 26, which is different from 1← 2← 3. This means that the number of left
Schur subcategories (or monobricks) depends on the orientation of the quiver.

In Table 4, we list the remaining 19 monobricks and their maximal elements and cofinal
closures. Wide subcategories are categories in which maxM is “itself,” and torsion-free classes
are categories in whichM is “itself.” In this case, there are several examples which are not closed
under direct summands, kernels or images. Subcategories E with (*) are not closed under direct
summands (hence is closed under neither images nor kernels), and the white vertices in E indicate
indecomposables of add E which do not belong to E . The only one category with (**) is closed
under images, thus closed under direct summands, but is not closed under kernels. The remaining
categories are all closed under kernels and images, and there are 22 such subcategories. This
number coincides with the previous example, and see the next remark for the explanation.

Remark 5.7.3. In [Eno7], it is shown that the number of subcategories of mod kQ which are
closed under extensions, kernels and images does not depend on the orientation of the underlying
graph for a Dynkin quiver Q, although the number of monobricks does depend as we have seen.
In particular, if Q is of type An, then the number of such subcategories is equal to the n-th large
Schröder number by Theorem 5.6.12.

The next example is non-hereditary case, which already appeared in the introduction.

Example 5.7.4. Let Λ be any Nakayama algebra whose quiver is 1� 2. Then there are four
bricks in mod Λ, namely, brick Λ = {1, 2, 12, 21}. By using this (and without any consideration of
other modules), we obtain the list of monobricks Table 5.

Finally, we consider representation-infinite case.

Example 5.7.5. Let Q be a 2-Kronecker quiver, that is, Q = [1 ⇔ 2]. Then a complete
classification of indecomposable kQ-module is known, see e.g. [ARS, Section VIII.7]. By using
this, we obtain the following three classes of bricks.

(1) Indecomposable preprojective modules {P1, P2, P3, . . . }.
(2) Regular simple modules {Rλ}λ∈P1(k).
(3) Indecomposable preinjective modules {I1, I2, I3, . . . }.

Here P1 = P (1), P2 = P (2), P3 = τ−P1, P4 = τ−P2, P5 = τ−P3, . . . and I1 = I(2), I2 = I(1), I3 =
τI1, I4 = τI2, . . . , where P (i) (resp. I(i)) is the indecomposable projective (resp. injective) module
corresponding to the vertex i, and τ is the Auslander-Reiten translation.

To classify monobricks over kQ, we need to know the lists of pairs (B1, B2) of bricks such that
there is a non-zero non-injection from B1 to B2, and pairs such that there is an injection but no
non-zero non-injection from B1 to B2. This is summarized in Figure 1, where B1  B2 (resp.
B1 ↪→ B2) indicates that there is a non-zero non-injection B1 → B2 (resp. an injection).
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Table 3. The Auslander-Reiten quiver of mod k[1→ 2← 3]

1

1
2

1 3
22

3
2

3

Table 4. Monobricks M over k[1→ 2← 3] with #M≥ 2

M E maxM M

2 < 1
2

1
2 itself

2 < 3
2

3
2 itself

2 < 1 3
2 (∗) 1 3

2 N

2, 1 itself itself

2, 3 itself itself

1
2,

3
2 itself 3

2 > 2 < 1
2

1
2 <

1 3
2

1 3
2 itself

3
2 <

1 3
2

1 3
2 itself

1
2, 3 itself 2 < 1

2, 3

3
2, 1 itself 2 < 3

2, 1

M E maxM M

1, 3 itself itself

3
2 > 2 < 1

2
1
2,

3
2 itself

2 < 1
2 <

1 3
2 (∗) 1 3

2 N

2 < 3
2 <

1 3
2 (∗) 1 3

2 N

2 < 1
2, 3

1
2, 3 itself

2 < 3
2, 1

3
2, 1 itself

3
2 <

1 3
2 > 1

2 (∗∗) 1 3
2 N

1, 2, 3 itself itself

N =

3
2

2 1 3
2

1
2

<

<

<

<

1 3
2 itself

Table 5. Monobricks over cyclic Nakayama algebras with 2 simples

M maxM M
∅ itself itself
1 itself itself
2 itself itself
1
2 itself 2 < 1

2

M maxM M
2
1 itself 1 < 2

1

1 < 2
1

2
1 itself

2 < 1
2

1
2 itself

1, 2 itself itself

Any other pairs can be deduced from the composition of arrows in Figure 1. Since there are
lots of monobricks, we only consider cofinally closed monobricks. This is enough for classifying
monobricks since a set of bricks is a monobrick if and only if it is a subset of some cofinally closed
monobricks by Corollary 5.3.17.

The following are the list of all cofinally closed monobricks, or the list of simple objects in all
torsion-free classes.

(M1) {P1, P2, . . . , Pi} for some i.
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Figure 1. Structures of bricks in mod k[1⇔ 2]

P1 P2 P3 · · ·

any Rλ

I1 I2 I3 · · ·

(M2) {P1, P2, P3, . . . }.
(M3) {P1} ∪ {Rλ}λ∈X for any non-empty subset X ⊂ P1(k).
(M4) {P1} ∪ {Rλ}λ∈P1(k) ∪ {Ii} for i ≥ 2.
(M5) {I1}.

In this list, finite monobricks are (M1), (M3) for a finite set X and (M5). The poset structure is
as follows.

(M1) (M2) (M3) (M4) (M5)

P1 < P2 < · · · < Pi P1 < P2 < · · · P1

Rλ

Rλ′

...

X

P1

Rλ

Rλ′

...

P1(k)

Ii I1

Table 6. The poset structure of each monobrick

Using this, we can easily compute W(F) for each torsion-free class, since W(F) is equal to
Filt(max(simF)) by Theorem 5.4.5. Moreover, max(simF) is nothing but the brick labels starting
at F (Remark 5.4.6), we can compute the brick labels (c.f. [DIRRT, Example 3.6]). This can be
summarized as follows.

(M1) (M2) (M3) (M4), (M5)

{Pi} ∅ {Rλ}λ∈X {Ii}
Table 7. The maximal element of each monobrick, or all the semibricks

Since max : mbrickc.c. Λ → sbrick Λ is surjective by Proposition 5.5.1, this table can also be
seen as a table of all semibricks.

We remark that if X consists of one element in (M3), then the monobrick is isomorphic to
P1 < P2 as posets, although the former corresponds to non-functorially finite torsion-free class
but the latter to functorially finite.



CHAPTER 6

Rigid modules and ICE-closed subcategories in quiver
representations

This chapter is based on [Eno7].
We introduce image-cokernel-extension-closed (ICE-closed) subcategories of module categories.

This class unifies both torsion classes and wide subcategories. We show that ICE-closed subcat-
egories over the path algebra of Dynkin type are in bijection with basic rigid modules, and that
the number does not depend on the orientation of the quiver. We give an explicit formula of this
number for each Dynkin type, and in particular, it is equal to the large Schröder number for type
A case.

6.1. Introduction

Let Λ be an artin algebra and mod Λ the category of finitely generated right Λ-modules. There
are several kinds of subcategories of mod Λ which have been investigated in the representation
theory of algebras, e.g. wide subcategories, torsion classes, torsion-free classes, and so on. These
subcategories are defined by the property that they are closed under certain operations: e.g. taking
kernels, cokernels, images, extensions, submodules, or quotients.

In this paper, we propose a new class of subcategories of mod Λ, ICE-closed subcategories,
which is a subcategory closed under Images, Cokernels and Extensions. Typical examples of ICE-
closed subcategories are torsion classes and wide subcategories, but there are more than them.

Recently, there are lots of studies on the classification of nice subcategories in terms of nice
modules. One of the most prominent results is the τ -tilting theory established in [AIR], which gives
a bijection between functorially finite torsion classes and certain class of modules called support τ -
tilting modules. Actually, it is a generalization of the Ingalls-Thomas bijection [IT], which classifies
functorially finite torsion classes over hereditary algebras by support tilting modules.

The aim of this paper is to provide a similar classification of ICE-closed subcategories over
hereditary algebras. More precisely, we show that such subcategories are in bijection with rigid
modules, modules without self-extensions. The main result is summarized as follows:

Theorem R (= Theorem 6.2.3). Let Q be a Dynkin quiver. Then there is a bijection between
the following two sets:

(1) The set of ICE-closed subcategories of mod kQ.
(2) The set of isomorphism classes of basic rigid kQ-modules.

For an ICE-closed subcategory C, the corresponding rigid kQ-module is the basic Ext-projective
generator P (C) of C, and for a rigid kQ-module U , the corresponding ICE-closed subcategory is
given by the category cokU consisting of cokernels of maps in addU .

In addition, we show that a subcategory closed under cokernels and extensions is automatically
closed under images, thus is ICE-closed. Actually, this theorem holds for any representation-finite
hereditary artin algebras, and can be generalized to representation-infinite case by restricting the
class of ICE-closed subcategories, see Theorem 6.2.3 for the precise statement.

In the appendix, we will count the number of ICE-closed subcategories by using several results
in other papers. The result is summarized as follows.

Theorem S. Let Q be a Dynkin quiver. Then the number of ICE-closed subcategories only
depends on the underlying Dynkin graph, not on the choice of an orientation (Theorem 6.A.3).
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Moreover, we have an explicit formula of this number for each Dynkin type, and if Q is of type
An, then it is equal to the n-th large Schröder number (Corollay 6.A.15).

We expect that there is a hidden theory which generalizes this paper to non-hereditary case,
as [AIR] generalizes [IT].

Organization. This paper is organized as follows. In Section 6.2, we give basic definitions
and state a main result Theorem 6.2.3. In Section 6.3, we give a proof of Theorem 6.2.3. In
Section 6.4, we consider the relation between ICE-closed subcategories, torsion classes and wide
subcategories in detail via rigid modules. In the appendix, we count the number of ICE-closed
subcategories for each Dynkin type.

Conventions and notation. Throughout this paper, all subcategories are assumed to be
full and closed under isomorphisms, direct sums and direct summands. An artin R-algebra is an
R-algebra over a commutative artinian ring R which is finitely generated as an R-module. We
often omit the base ring R, and simply call it an artin algebra.

For an artin algebra Λ, we denote by mod Λ the category of finitely generated right Λ-modules.
All modules are finitely generated right modules unless otherwise stated. For a collection C of Λ-
modules, we denote by add C the subcategory of mod Λ consisting of direct summands of finite
direct sums of objects in C. A module M is called basic if there is a decomposition M =

⊕n
i=1Mi

such that each Mi is indecomposable and pair-wise non-isomorphic. For a module M , we denote
by |M | the number of non-isomorphic indecomposable direct summands of M .

6.2. Basic definitions and the main result

In this section, we give basic definitions and introduce some notation, and state our main result.
First of all, recall that a module M ∈ mod Λ over an artin algebra Λ is rigid if Ext1

Λ(M,M) = 0
holds. Then we define several conditions on the subcategory of mod Λ.

Definition 6.2.1. Let Λ be an artin algebra and C a subcategory of mod Λ.

(1) C is closed under extensions if for every short exact sequence in mod Λ

0 L M N 0,

we have that L,N ∈ C implies M ∈ C
(2) C is closed under quotients (resp. submodules) if for every short exact sequence in mod Λ

0 L M N 0,

we have that M ∈ C implies N ∈ C (resp. L ∈ C).
(3) C is closed under cokernels (resp. images) if for every map f : M → N with M,N ∈ C,

we have Coker f ∈ C (resp. Im f ∈ C).
(4) C is a torsion class if C is closed under quotients and extensions.
(5) C is a wide subcategory if C is closed under kernels, cokernels and extensions.
(6) C is image-cokernel-extension-closed, abbreviated by ICE-closed, if C is closed under

images, cokernels and extensions.
(7) C is cokernel-extension-closed, abbreviated by CE-closed, if C is closed under cokernels

and extensions.

Then clearly all torsion classes and wide subcategories are (I)CE-closed, thus ICE-closed
subcategories can be seen as a generalization of these two classes.

To an extension-closed subcategory of mod Λ, we can associate a rigid module by taking the
Ext-progenerator.

Definition 6.2.2. Let Λ be an artin algebra and C an extension-closed subcategory of mod Λ.

(1) An object X ∈ C is Ext-projective in C if Ext1
Λ(X, C) = 0 holds. We denote by P(C) the

subcategory of C consisting of all the Ext-projective objects in C.
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(2) C has enough Ext-projectives if for every object X ∈ C, there is a short exact sequence

0 Y P X 0

with P ∈ P(C) and Y ∈ C.
(3) An object P ∈ C is an Ext-progenerator if addP = P(C) and C has enough Ext-

projectives.

Now we are ready to state our main result. Throughout this paper, we will use the following
notations for an artin algebra Λ.

• rigid Λ denotes the set of isomorphism classes of basic rigid Λ-modules.
• ice Λ denotes the set of ICE-closed subcategories of mod Λ.
• icep Λ denotes the set of ICE-closed subcategories of mod Λ with enough Ext-projectives.
• For an extension-closed subcategory C of mod Λ with an Ext-progenerator, we denote by
P (C) the unique basic Ext-progenerator of C.
• For a Λ-module U , we denote by cokU the subcategory of mod Λ consisting of cokernels

of maps in addU .
• For a collection U of Λ-modules, we denote by FacU (resp. SubU) the subcategory of

mod Λ consisting of quotients (resp. submodules) of objects in addU .

Theorem 6.2.3. Let Λ be a hereditary artin algebra. Then we have the following bijections

rigid Λ icep Λ.
cok

P

Moreover, if Λ is representation-finite, then every CE-closed subcategory is automatically ICE-
closed, and icep Λ = ice Λ holds.

This bijection extends a bijection between support (τ -)tilting modules and functorially finite
torsion classes given in [IT] or [AIR] in the following sense. Let Λ be a hereditary artin algebra.
It is known that a torsion class is functorially finite if and only if it has enough Ext-projectives.
Then the following diagram commutes, and the horizontal maps are bijective.

rigid Λ icep Λ

stilt Λ f-tors Λ

cok

P

Fac

P

Here the bottom bijections were those given in [IT] or [AIR]. See Proposition 6.4.4 for the detail.

Remark 6.2.4. ICE-closed subcategories generalize both torsion classes and wide subcate-
gories. Another generalization of these two classes was introduced in [Eno6], right Schur sub-
categories (actually the dual was studied in the paper). Every ICE-closed subcategory is a right
Schur, but the converse does nod hold in general. If Λ is Nakayama, then these coincides by [Eno6,
Theorem 6.1]. In [Eno6], we classify right Schur subcategories in any length abelian category by
using simple objects in them. This is in contrast with our use of Ext-projectives.

6.3. Proof of the main theorem

In this section, we give a proof of Theorem 6.2.3. Throughout this section, we denote by Λ a
hereditary artin algebra.

First we give a map P (−) : icep Λ→ rigid Λ.

Proposition 6.3.1. Let C be an CE-closed subcategory of mod Λ. Then the following hold.

(1) Every Ext-projective object in C is rigid.
(2) There are only finitely many indecomposable Ext-projective objects in C up to isomor-

phism.
(3) If C has enough Ext-projectives, then it has an Ext-progenerator P (C), and C = cokP (C)

holds.
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Proof. (1) Clear from definition.
(2) We claim that there are at most |Λ| indecomposable Ext-projectives in C. Let M1, . . . ,Mm

be pairwise non-isomorphic Ext-projectives in C. Then clearly M := M1⊕· · ·⊕Mm is basic rigid,
or partial tilting since Λ is hereditary. Then by taking the Bongartz completion, there is a Λ-
module N such that M ⊕N is a basic tilting Λ-module (see [ASS, Lemma VI.2.4] for the detail).
It follows that m = |M | ≤ |M ⊕N | = |Λ|.

(3) Since C has enough projectives, (2) implies that C has an Ext-progenerator P (C). Since
C is closed under cokernels and P (C) ∈ C, clearly C ⊃ cokP (C) holds. Conversely, we have
C ⊂ cokP (C) since C has enough Ext-projectives. �

The following lemma is essential in our proof. This says that addU is closed under images if
Λ is herediatry and U is rigid.

Lemma 6.3.2. Let Λ be a hereditary artin algebra and U a rigid Λ-module. Then FacU ∩
SubU = addU holds.

Proof. Clearly we have addU ⊂ FacU ∩ SubU . Conversely, let X ∈ FacU ∩ SubU . Take a
left (addU)-approximation ϕ : X → UX with UX ∈ addU , which is an injection by X ∈ SubU .
Then we have the following commutative exact diagram in mod Λ:

U0

0 X UX C 0
ϕ

By applying Hom(−, U), we obtain an exact sequence

HomΛ(UX , U) HomΛ(X,U) Ext1
Λ(C,U) Ext1

Λ(UX , U).
(−)◦ϕ

Since ϕ is a left (addU)-approximation, (−)◦ϕ is a surjection. In addition, Ext1
Λ(UX , U) vanishes

since U is rigid, hence Ext1
Λ(C,U) = 0. On the other hand, since Λ is hereditary, we have an exact

sequence

Ext1
Λ(C,U0) Ext1

Λ(C,X) 0.

Since we have Ext1
Λ(C,U0) = 0, we obtain Ext1

Λ(C,X) = 0. It follows that the short exact sequence
0→ X → UX → C → 0 splits, which implies X ∈ addU . �

Our next aim is to show that cokU is ICE-closed if U is rigid. We will make use of the
subcategory XU associated to U , which was introduced by Auslander-Reiten [AR2].

Definition 6.3.3. Let Λ be an artin algebra and U a Λ-module with Ext>0
Λ (U,U) = 0. Then

we denote by XU a subcategory of mod Λ consisting of modules X such that there is an exact
sequence

· · · f2−→ U1
f1−→ U0

f0−→ X → 0

with Ext>0
Λ (U, Im fi) = 0 for all i ≥ 0.

We borrow the following lemma from [AR2].

Lemma 6.3.4 ([AR2, Proposition 5.1]). Let Λ be an artin algebra and U a Λ-module with
Ext>0

Λ (U,U) = 0. Then XU is closed under extensions, has an Ext-progenerator U , and is closed
under mono-cokernels, that is, for every short exact sequence

0 L M N 0

in mod Λ, if L and M belong to XU , then so does N .

The following is basic properties of XU in our hereditary setting. In particular, we have
XU = cokU for a rigid module U over a hereditary algebra Λ.
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Proposition 6.3.5. Let Λ be a hereditary artin algebra and U a rigid Λ-module.

(1) The following are equivalent for X ∈ mod Λ.
(a) X belongs to XU .
(b) X belongs to cokU .
(c) There is an short exact sequence of the following form with U1 and U0 in addU .

0 U1 U0 X 0

(2) cokU is an ICE-closed subcategory of mod Λ.
(3) cokU has an Ext-progenerator U .

Proof. (1) Clearly (a) implies (b) by XU ⊂ cokU . Also the implication (b) ⇒ (c) follows
immediately from Lemma 6.3.2 since Λ is hereditary and U is rigid, and Lemma 6.3.4 shows (c)
⇒ (a).

(2) By Lemma 6.3.4, we only have to show that XU = cokU is closed under images, because
this will immediately imply that XU is closed under cokernels since XU is closed under mono-
cokernels.

Take any ϕ : X → Y with X,Y ∈ XU . Since X ∈ XU ⊂ FacU , we may assume X ∈ addU to
show Imϕ ∈ XU . Since Y belongs to XU , there is a short exact sequence 0→ U1 → U0 → Y → 0
with U1, U0 ∈ addU by (1). By taking pullback, we obtain the following exact commutative
diagram.

0 U1 E X 0

0 U1 Z Imϕ 0

0 U1 U0 Y 0

p.b.

p.b.

Now we have Ext1
Λ(X,U1) = 0 by X ∈ addU , which implies that the top short exact sequence

splits. Thus E ∼= U1 ⊕X ∈ addU and Z ∈ FacU ∩ SubU hold. Therefore we get Z ∈ addU by
Lemma 6.3.2. Then the middle horizontal short exact sequence implies Imϕ ∈ XU .

(3) Obvious from the short exact sequence in (1)(a). �

Now we are ready to prove Theorem 6.2.3.

Proof of Theorem 6.2.3. Proposition 6.3.1 gives a map P (−) : icep Λ→ rigid Λ, and Propo-
sition 6.3.5 gives a map cok : rigid Λ → icep Λ. These propositions also show that these maps are
mutually inverse to each other.

Finally we prove statements for the representation-finite case. Let Λ be a representation-finite
hereditary artin algebra, that is, mod Λ has finitely many indecomposables up to isomorphism.
Then [Eno2, Corollary 3.15] implies that every subcategory of mod Λ closed under extensions has
enough Ext-projectives. In particular, we have ice Λ = icep Λ. Moreover, if C is a CE-closed
subcategory of mod Λ, then Proposition 6.3.1 implies that C = cokP (C) holds. Since P (C) is rigid,
C is automatically closed under images by Proposition 6.3.5. �

6.4. Maps to torsion classes and wide subcategories

The class of ICE-closed subcategories contain both the classes of torsion classes and wide
subcategories, so it is natural to ask the relation between these three classes. The aim of this
section is to introduce two natural maps from the set of ICE-closed subcategories to the set of
torsion classes and wide subcategories, and to investigate these maps via rigid modules.

Let us introduce some notation. For an artin algebra Λ, we denote by tors Λ (resp. f-tors Λ)
the set of torsion classes (resp. functorially finite torsion classes) in mod Λ. Similarly, we denote by
wide Λ (resp. f-wide Λ) the set of wide subcategories (resp. functorially finite wide subcategories)
in mod Λ.

First, we construct two maps T : ice Λ� tors Λ and W : ice Λ� wide Λ which are the identities
on tors Λ and wide Λ respectively.
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Definition 6.4.1. Let Λ be an artin algebra and C an ICE-subcategory of mod Λ.

(1) T(C) denotes the smallest torsion class containing C.
(2) W(C) is a subcategory of C defined as follows:

W(C) = {W ∈ C |Kerϕ ∈ C for any map ϕ : C →W with C ∈ C}

Clearly T(T ) = T for T ∈ tors Λ and W(W) = W for W ∈ wide Λ. It is non-trivial that W
actually defines a map W : ice Λ→ wide Λ, as we shall see below.

Proposition 6.4.2. Let Λ be an artin algebra and C an ICE-closed subcategory of mod Λ.
Then W(C) is a wide subcategory of mod Λ.

Proof. This a special case of [Eno6, Theorem 4.5], but here we will give a proof using the
general result in [KaSc, Exercise 8.23]. According to it, we say that an object X ∈ mod Λ is
C-coherent if X ∈ Fac C and Kerϕ ∈ C for every map C → X with C ∈ C. Since C is closed under
cokernels, it is easy to check that every C-coherent object belongs to C, namely, W(C) coincides
with the category of C-coherent objects. Then since C is extension-closed, [KaSc, Exercise 8.23]
implies that W(C) is a wide subcategory of mod Λ. �

If Λ is hereditary, then T is equal to Fac, as the following general proposition shows.

Proposition 6.4.3 (c.f. [IT, Proposition 2.13]). Let Λ be a hereditary artin algebra and C an
extension-closed subcategory of mod Λ. Then Fac C = T(C) holds, namely, Fac C is a torsion class.

Proof. We only have to show that Fac C is closed under extensions. Take a short exact
sequence

0 L M N 0

with L,N ∈ Fac C, and take surjections πL : CL � L and πN : CN � N . Since Λ is hereditary,
the induced map Ext1

Λ(N,CL) → Ext1
Λ(N,L) is a surjection. Thus we have the following exact

commutative diagram, where we in addition take pullback along πN .

0 CL F CN 0

0 CL E N 0

0 L M N 0

p.b. πN

p.o.πL

Since C is closed under extensions, we have F ∈ C. Thus we obtain M ∈ Fac C. �

Next we will consider counterparts of the maps Fac and W in terms of rigid modules. Let Λ
be a hereditary artin algebra. We denote by stilt Λ the set of isomorphism classes of basic support
tilting Λ-modules. If U a rigid Λ-module, then FacU is closed under extension by [AS, Proposition
5.5, Corollary 5.9], thus it is a torsion class. By the result of [IT] or [AIR], there is a unique basic
support tilting module U satisfying FacU = FacU . We call U the co-Bongartz completion of U .

Now the following proposition can immediately follows from definition, so we omit the proof.

Proposition 6.4.4. Let Λ be a hereditary artin algebra. Then the following diagram com-
mutes, and the dashed maps are given by taking the co-Bongartz completion.

stilt Λ f-tors Λ

rigid Λ icep Λ

stilt Λ f-tors Λ

Fac

1

P

1
cok

(−) Fac Fac

P

Fac

P

Next we will investigate the map W : icep Λ → wide Λ, which is more non-trivial than T. To
do this, we introduce the Fac-minimality, covers and split projectives, following [AS].
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Definition 6.4.5. Let P be a subcategory of mod Λ. We say that P is Fac-minimal if there
is no proper subcategory P ′ of P satisfying P ⊂ FacP ′. We say that U ∈ mod Λ is Fac-minimal
if addU is Fac-minimal.

Note that subcategories are required to be closed under direct sums and direct summands. If
U ∈ mod Λ is basic and U =

⊕
i∈I Ui with each Ui indecomposable, then U is Fac-minimal if and

only if there is no proper subset J of I satisfying U ∈ Fac(
⊕

j∈J Uj). Fac-minimal basic modules

are called covering-indecomposable modules in [AS].

Definition 6.4.6. Let C be a subcategory of mod Λ. Then an object P in C is split projective
if every surjection C � P in mod Λ with C ∈ C splits. We denote by P0(C) the subcategory of C
consisting of all split projective objects in C.

It can be shown P0(C) is closed under direct sums and direct summands. Clearly we have the
inclusion P0(C) ⊂ P(C) for an extension-closed subcategory C of mod Λ.

Next we recall the notion of covers of a category, introduced in [AS].

Definition 6.4.7. Let C be a subcategory of mod Λ and P a subcategory of C.
(1) P is a cover of C if C ⊂ FacP holds.
(2) P is a minimal cover of C if P is a cover of C and there is no proper subcategory P ′ of
P which is a cover of C.

(3) An object P in C is a (minimal) cover of C if so is addP .
(4) C has a finite (minimal) cover if there is an object P in C which is a (minimal) cover of
C.

We will use some results in [AS] summarized as follows.

Proposition 6.4.8 ([AS, Theorem 2.3, Corollary 2.4]). Let Λ be an artin algebra and C a
subcategory of mod Λ. Then the following hold.

(1) Let P be a cover of C. Then P is a minimal cover of C if and only if P is Fac-minimal
if and only if P = P0(C). In particular, the minimal cover of C is unique if it exists.

(2) If C has a finite cover, then C has a finite minimal cover. Thus there is a unique basic
Fac-minimal cover P of C up to isomorphism, which satisfies P0(C) = addP .

By using this, we can define the following operation which yields a Fac-minimal basic module.

Definition 6.4.9. Let Λ be an artin algebra and M ∈ mod Λ. Then the Fac-minimal version
of M is a basic Fac-minimal cover M0 of addM , which is unique up to isomorphism by Proposition
6.4.8.

If M is a cover of a subcategory C of mod Λ, then Proposition 6.4.8 implies that its Fac-minimal
version M0 satisfies addM0 = P0(C).

Now we will use the following general observation when Ext-projectives coincides with split
projectives, which is of interest in its own.

Proposition 6.4.10. Let Λ be an artin algebra and C an extension-closed subcategory of mod Λ
with enough Ext-projectives. Then the following are equivalent:

(1) P0(C) = P(C) holds, that is, every Ext-projective object in C is split projective in C.
(2) P(C) is Fac-minimal.
(3) C is closed under epi-kernels, that is, for every short exact sequence

0 L M N 0,

if M and N belong to C, then so does L.

Proof. (1)⇔ (2): Immediate from Proposition 6.4.8, since P(C) is a cover of C by the enough
Ext-projectivity of C.

(1) ⇒ (3): Suppose that we have a short exact sequence 0 → L → M → N → 0 with
M,N ∈ C. Since C has enough Ext-projectives, there exists a short exact sequence 0 → N ′ →
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P → N → 0 with P ∈ P(C) and N ′ ∈ C. Then by taking the pullback, we obtain the following
exact commutative diagram.

0 0

N ′ N ′

0 L E P 0

0 L M N 0

0 0

ϕ

Since C is extension-closed, the middle vertical exact sequence implies E ∈ C. Since P ∈ P(C), it
is split projective by (1). Thus ϕ splits, hence L is a direct summand of E. This implies L ∈ C
since a subcategory C is assumed to be closed under direct summands.

(3) ⇒ (1): Let P be an Ext-projective object in C, and take any surjection π : C � P with
C ∈ C. Then we have a short exact sequence 0→ Kerπ → C → P → 0, thus Kerπ ∈ C holds by
(3). Therefore, since P is Ext-projective, this short exact sequence must split. This shows that P
is split projective. �

Now next we consider functorial finiteness of wide subcategories, which is of interest in its
own. In particular, we will show that the functorial finiteness is equivalent to the existence of
finite (co)cover, and to the contravariantly (covariantly) finiteness.

The following describes the relation between finite covers and covariantly finiteness.

Lemma 6.4.11 ([AS, Theorem 4.5, Proposition 3.7]). Let Λ be an artin algebra and C a sub-
category of mod Λ closed under images. Then the following are equivalent.

(1) C is covariantly finite.
(2) C has a finite cover.

In this case, let Λ→ CΛ be a left minimal C-approximation. Then P0(C) = addCΛ holds.

By using this, we obtain the following characterization of functorially finite wide subcategories.

Proposition 6.4.12. Let Λ be an artin algebra and W a wide subcategory of mod Λ. Then
the following are equivalent.

(1) W is functorially finite.
(2) W is covariantly finite.

(2)′ W is contravariantly finite.
(3) W has an Ext-progenerator.
(4) W is equivalent to mod Γ for some artin algebra Γ.

Proof. Note that W is closed under images, so we can apply Lemma 6.4.11.
(1) ⇒ (2), (2)′: Trivial.
(2) ⇒ (3): Take a left minimal W-approximation Λ→ P with P in W. Then P is a minimal

cover of Λ with addP = P0(W) by Lemma 6.4.11. We claim that P is an Ext-progenerator of
C. First, P is Ext-projective in W since it is split projective. Second, since P covers W and W
is closed under kernels, for every object W in W, there is a short exact sequence 0 → W ′ →
P ′ →W → 0 with P ′ ∈ addP and W ′ ∈ W. This shows that W has enough Ext-projectives with
P(C) = addP = P0(C).

(3)⇒ (4): Let P be an Ext-progenerator ofW. Define Γ := EndΛ(P ) and consider the functor
HomΛ(P,−) : mod Λ → mod Γ. Then it easy to see that this induces an equivalence W ' mod Γ
by the standard argument in the Morita theory.
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(4) ⇒ (2): Let F : mod Γ ' W be an equivalence. Then the composition mod Γ
F−→ W ↪→

mod Λ is exact since W is closed under kernels and cokernels in mod Λ. Thus add(FΓ) is a cover
of W, since Γ is a cover of mod Γ and F preserves surjectivity. This implies that W is covariantly
finite by Lemma 6.4.11.

By the dual argument, (4) implies (2)′. Thus (4) implies (1). �

Now let us return to the hereditary setting. The key observation is the following.

Lemma 6.4.13. Let Λ be a hereditary artin algebra and C an ICE-closed subcategory of mod Λ
with enough Ext-projectives. Let P be an object in P0(C) and Q a submodule of P satisfying
Q ∈ C. Then Q is also in P0(C).

Proof. Since there is an Ext-progenerator of C by Proposition 6.3.1, the category C has a
finite cover, thus has a minimal cover P0(C) by Proposition 6.4.8. Therefore there is a surjection

π : P0 � Q with P0 ∈ P0(C), hence we obtain a short exact sequence 0→ Kerπ → P0
π−→ Q→ 0.

Now since Λ is hereditary, the map Ext1
Λ(P,Kerπ)→ Ext1

Λ(Q,Kerπ) induced by the inclusion
Q ↪→ P is surjective. Thus we obtain the following exact commutative diagram.

0 0

0 Kerπ P0 Q 0

0 Kerπ E P 0

P/Q P/Q

0 0

p.b.

π

p

Since C is closed under cokernels, we have P/Q ∈ C. Then the middle vertical exact sequence
implies E ∈ C since C is extension-closed. Now p should split since P is split projective in C,
thus the middle horizontal short exact sequence splits. It follows that so does the top horizontal
sequence, hence Q is a direct summand of P0. Therefore Q ∈ P0(C) holds. �

By using this, we can show the following last result in this section on the relation between
Fac-minimal rigid modules and wide subcategories. We denote by rigid0 Λ the set of isomorphism
classes of basic rigid Λ-modules which are Fac-minimal.

Proposition 6.4.14. Let Λ be a hereditary artin algebra. Then the following diagram com-
mutes and the horizontal maps are bijections, where the map (−)0 is given by taking the Fac-
minimal version.

rigid0 Λ f-wide Λ

rigid Λ icep Λ

rigid0 Λ f-wide Λ

cok

1

P

1
cok

(−)0 W

P

cok

P

In particular, functorially finite wide subcategories are in bijection with basic Fac-minimal rigid
modules.

Proof. It suffices to show the following for U ∈ rigid Λ by Theorem 6.2.3.

(1) cokU is wide if and only if U is Fac-minimal.
(2) U0 is an Ext-progenerator of W(cokU), where U0 is the Fac-minimal version of U .
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By Theorem 6.2.3, the category cokU is an ICE-closed subcategory of mod Λ with P(cokU) =
addU .

(1) It is easy to check that an ICE-subcategory of mod Λ is wide if and only if it is closed
under epi-kernels. Thus the assertion follows from Proposition 6.4.10.

(2) Put C := cokU . Then P0(C) = addU0 holds by Proposition 6.4.8. First we show P0(C) ⊂
W(C). It suffices to show that every map ϕ : C → P0 with C ∈ C and P0 ∈ P0(C) satisfies
Kerϕ ∈ C. Since C is closed under images, we have Imϕ ∈ C, and then Lemma 6.4.13 shows that
Imϕ is split projective in C. Thus the induced surjection C � Imϕ splits, hence Kerϕ is a direct
summand of C. Thus Kerϕ ∈ C holds.

Now we have shown U0 ∈W(C). Moreover, U0 is a cover of W(C) since it is a cover of C, and U0

is split projective in W(C) since it is so in C. Then it is easy to see that U0 is an Ext-progenerator
of W(C) because W(C) is closed under kernels. �

It was shown in [IT, Corollary 2.17] that the maps W : f-tors Λ� f-wide Λ: Fac are mutually
inverse bijections (although their definition of f-wide Λ is a bit different from ours). For the
convenience of the reader, we give a short proof of this in our context.

Corollary 6.4.15. Let Λ be a hereditary artin algebra. Then W : f-tors Λ � f-wide Λ: Fac
are mutually inverse bijections between the sets of functorially finite torsion classes and functorially
finite wide subcategories.

Proof. Let U be a basic rigid Λ-module. According to Propositions 6.4.4 and 6.4.14, it
suffices to show the following claims.

(1) If U is support tilting, then U = P (FacU0) holds, where U0 is a Fac-minimal version of
U .

(2) If U is Fac-minimal, then U is a Fac-minimal version of P (FacU).

(1) By the definition of the Fac-minimal version, we have FacU0 = FacU . Thus the claim
follows from U = P (FacU), which holds by Theorem 6.2.3.

(2) Since U is Fac-minimal, U is a minimal cover of FacU . Since P (FacU) is a cover of FacU ,
its Fac-minimal version coincides with U . �

6.A. Enumerative results

Throughout this appendix, we denote by k a field. In this appendix, we give an explicit
formula of the number # rigidi(kQ) of rigid kQ-modules with i non-isomorphic direct summands
for a Dynkin quiver Q.

In [MRZ, Proposition 6.1], it was shown that this number does not depend on the orientation
of Q, but the proof therein relies heavily on cluster combinatorics. In the first subsection, we give
a short homological proof of this fact. In the second subsection, we give an explicit formula of
# rigidi(kQ) by using the enumerative result on cluster complexes in [Krat].

Let us introduce the set which we want to enumerate in this appendix.

Definition 6.A.1. Let Λ be an artin algebra. For a non-negative integer i, we denote by
rigidi Λ the set of isomorphism classes of basic Λ-modules U satisfying |U | = i.

Note that if Λ is hereditary, then rigidi Λ = ∅ unless 0 ≤ i ≤ |Λ| by considering the Bongartz
completion.

6.A.1. Invariance under sink mutation. Let us begin with recalling the mutation of a
quiver at a sink.

Definition 6.A.2. Let Q be a quiver. A sink of Q is a vertex v such that there is no arrow
starting at v. For a sink v of Q, the sink mutation µvQ is a new quiver obtained from Q by
reversing all arrows which end at v.

Note that v becomes a source in µvQ. It is well-known that if two quivers Q and Q′ have the
same underlying graph which is a tree, then there is a sequence of sink mutations which transforms
Q into Q′.

Now the following is the main result in this subsection.
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Theorem 6.A.3. Let Q be an acylic quiver with n vertices and v a sink of Q. Then for any
0 ≤ i ≤ n, there is a bijection between rigidi(kQ) and rigidi(k(µvQ)).

This result immediately yields the following corollary, since any two Dynkin quivers with the
same underlying graph can be connected via a series of sink mutations.

Corollary 6.A.4 (c.f. [MRZ, Proposition 6.1]). Let Q be a Dynkin quiver. Then # rigidi(kQ)
only depends on the underlying Dynkin graph, not on the choice of an orientation.

In the rest of this subsection, we will give a proof of Theorem 6.A.3.

Definition 6.A.5. Let Q be an acylic quiver and v a sink or a source of Q.

(1) We denote by modv kQ the subcategory consisting of kQ-modules which do not contain
S(v) as a direct summand, where S(v) is the simple module corresponding to v.

(2) For a kQ-module M , we denote by Mv a unique module in modv kQ such that there is
a following decomposition for some n ≥ 0.

M ∼= Mv ⊕ S(v)⊕n

(3) We define rigidiv(kQ) := rigidi(kQ)∩modv(kQ), that is, the set of basic rigid kQ-modules
M with |M | = i such that M does not contain S(v) as an direct summand.

(4) We define rigidi〈v〉(kQ) := rigidi(kQ)\rigidiv(kQ), that is, the set of basic rigid kQ-modules

M with |M | = i such that M contains S(v) as an direct summand.

By definition, we have rigidi(kQ) = rigidiv(kQ)t rigidi〈v〉(kQ). Our strategy is to construct two

bijections rigidiv(kQ) ∼= rigidiv(k(µvQ)) and rigidi〈v〉(kQ) ∼= rigidi〈v〉(k(µvQ)) separately. The first
one is established by the reflection functor, and second one by the perpendicular categories.

First, we will use the following property of the classical BGP-reflection functor. For the proof,
we refer the reader to standard textbooks on quiver representation theory such as [ASS].

Proposition 6.A.6. Let Q be an acylic quiver and v a sink of Q. There is a functor
Rv : mod kQ→ mod k(µvQ) called the reflection functor, which induces an equivalence modv kQ '
modv k(µvQ). Moreover, this functor induces an isomorphism Ext1

kQ(X,Y ) ∼= Ext1
k(µvQ)(RvX,RvY )

for every X,Y ∈ modv kQ.

This immediately yields the following bijection.

Corollary 6.A.7. Let Q be an acyclic quiver and v a sink of Q. Then we have an bijection
Rv : rigidiv(kQ)

∼−→ rigidiv(k(µvQ)) given by U 7→ RvU .

Next we will construct a bijection rigidi〈v〉(kQ) ∼= rigidi−1(kQv), where Qv denotes a quiver
obtained by removing v from Q. We will use the following two subcategories determined by Sv.

Definition 6.A.8. Let Λ be an artin algebra and C a collection of objects in mod Λ. Then
define two subcategories C⊥0,1 and ⊥0,1C of mod Λ as follows.

(1) C⊥0,1 consists of modules X with HomkQ(C, X) = 0 = Ext1
kQ(C, X).

(2) ⊥0,1C consists of modules X with HomkQ(X, C) = 0 = Ext1
kQ(X, C).

These subcategories are called right and left perpendicular categories with respect to C. By
using this categories and their relation to (co)localizations, we can prove the key property of them
in this case.

Lemma 6.A.9. Let Q be an acylic quiver and v a sink or a source of Q. Then both S(v)⊥0,1

and ⊥0,1S(v) are wide subcategories of mod kQ, and equivalent to mod kQv.

Proof. The fact that these categories are wide subcategories follows from [GL, Proposition
1.1] since kQ is hereditary, and its proof is quite straightforward, so we omit this.

For the rest, we will use the theory of a recollement. We refer the definitions and details to
[Psa]. Let ev be an idempotent corresponding to v, and put e = 1− ev. The we have the following
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recollement diagram, where I is the natural embedding functor.

mod kQ
〈e〉 mod kQ mod e(kQ)eI E

R

L

Here E := HomkQ(e(kQ),−) = (−)e, and L and R are left and right adjoint functors of E, and both
are fully faithful. Consider the essential image Im I of I. Since E is a localization and a colocaliztion
with respect to the Serre subcategory Im I [Psa, Remark 2.2], we have that Im R and Im L coincide
with the perpendicular category (Im I)⊥0,1 and ⊥0,1(Im I) respectively [GL, Proposition 2.2]. On
the other hand, Im I consists of modules M with Me = 0, thus Im I = addS(v) holds. Therefore,
we have Im R = S(v)⊥0,1 and Im L = ⊥0,1S(v). Since L and R are fully faithful, both S(v)⊥0,1

and ⊥0,1S(v) are equivalent to mod e(kQ)e. Now the assertion holds since we clearly have an
isomorphism of algebras e(kQ)e ∼= kQv. �

We remark that this lemma was proved in [CK, Lemma 3.2.5] in a more general setting.
By using this, we obtain the following bijection.

Proposition 6.A.10. Let Q be an acylic quiver and v a sink or a source of Q. Then for
i ≥ 1, we have a bijection

rigidi〈v〉(kQ) ∼= rigidi−1(kQv).

The map is given by U 7→ (Uv)e ∈ mod e(kQ)e, where e is the same as in the proof of Lemma
6.A.9, and we identify e(kQ)e with kQv.

Proof. We give a proof for the case v is a sink, and the same proof applies for the source case
by using S(v)⊥0,1 instead of ⊥0,1S(v). First recall that these subcategories are wide subcategories
of mod kQ by Lemma 6.A.9, thus are abelian categories. The key observation is the following
claim.

(Claim): For X ∈ modv(kQ), the following are equivalent:

(1) X ⊕ S(v) is rigid.
(2) X ∈ ⊥0,1S(v) holds, and X is rigid in the abelian category ⊥0,1S(v).

Proof of (Claim).
(1) ⇒ (2): Since S(v) ⊕ X is rigid, Ext1

kQ(X,S(v)) = 0 holds. Moreover, if we have a non-
zero map X → S(v), then it must be surjective since S(v) is simple, hence it splits since S(v) is
projective. This contradicts to X ∈ modv kQ, therefore we have HomkQ(X,S(v)) = 0. It follows

that X ∈ ⊥0,1S(v) holds. Since ⊥0,1S(v) is a wide subcategory of mod kQ, an Ext1 inside ⊥0,1S(v)
is the same as an Ext1 inside mod kQ. Thus X is rigid in the abelian category ⊥0,1S(v) since so
is in mod kQ.

(2) ⇒ (1): By the above argument, X is a rigid kQ-module, and Ext1
kQ(S(v), X ⊕ S(v))

vanishes since S(v) is projective. Thus X ⊕ S(v) is rigid by X ∈ ⊥0,1S(v). �
By (Claim), the map U 7→ Uv clearly induces the following bijection

rigidi〈v〉(kQ) ∼= rigidi−1(⊥0,1S(v)),

where the right hand side is the set of basic rigid objects X in the abelian category ⊥0,1S(v)
satisfying |X| = i− 1. Now the assertion holds from Lemma 6.A.9, since ⊥0,1S(v) is equivalent to
mod kQv as abelian categories. �

Now we immediately obtain the second bijection.

Corollary 6.A.11. Let Q be an acylic quiver and i a sink of Q. Then there is a bijection
between rigidi〈v〉(kQ) and rigidi〈v〉 k(µvQ).

Proof. Note that v is a source of µvQ. Then by Proposition 6.A.10, we have two bijections
between rigidi〈v〉(kQ) ∼= rigidi−1(kQv) and rigidi〈v〉 k(µvQ) ∼= rigidi−1 k(µvQ)v. Since (µvQ)v = Qv

holds, we obtain a bijection between rigidi〈v〉(kQ) and rigidi〈v〉 k(µvQ) by composing the above two
bijections. �
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Now we are ready to prove Theorem 6.A.3.

Proof of Theorem 6.A.3. We have the following equalities by definition.

rigidi(kQ) = rigidiv(kQ) t rigidi〈v〉(kQ)

rigidi(k(µvQ)) = rigidiv(k(µvQ)) t rigidi〈v〉(k(µvQ))

Now we have a bijection rigidiv(kQ) ∼= rigidiv(k(µvQ)) by Corollary 6.A.7, and a bijection rigidi〈v〉(kQ) ∼=
rigidi〈v〉(k(µvQ)) by Corollary 6.A.11. Thus by combining these two, we obtain a bijection between

rigidi(kQ) and rigidi(k(µvQ)). �

6.A.2. Formula for the number of rigid modules. In this subsection, we give an explicit
formula for # rigidi(kQ) for a Dynkin quiver Q. From now on, we assume that Q is a Dynkin
quiver of type Xn ∈ {An, Dn, E6, E7, E8} with n vertices.

Let ∆(Q) be a simplicial complex defined as follows: the set of vertices is rigid(kQ), and an (i−
1)-simplex consists of sets of rigid kQ-modules whose direct sum is rigid, or equivalently, belongs

to rigidi(kQ). This complex was introduced by Riedtmann and Schofield [RS]. By definition,

# rigidi(kQ) is equal to the number of (i + 1)-faces of ∆(Q), thus the calculation of # rigidi(kQ)
is nothing but that of the face vector of ∆(Q). Although this complex is classical, there seems to

be no papers which contain an explicit formula of # rigidi(kQ).
We give such an formula, by translating our problem to a combinatorial problem on a cluster

complex. Let Φ be the root system of type Xn, and let Φ≥−1 denote the set of almost positive roots
of Φ, that is, positive roots together with negative simple roots. Then the cluster complex ∆(Xn)
of type Xn, also known as the generalized associahedron, is a simplicial complex with the vertex
set Φ≥−1. We refer the reader to [FZ, MRZ] for the details. Then this complex contains ∆(Q) if
Q is bipirtite, that is, every vertex is either a sink or a source. More precisely, the following holds.

Proposition 6.A.12. Let Q be a Dynkin quiver with a bipirtite orientation. Then taking
dimension vectors, we have an embedding ∆(Q) ↪→ ∆(Xn), which induces an isomorphism between
∆(Q) and the full subcomplex of ∆(Xn) spanned by positive roots.

We refer the reader to [MRZ, 4.12] for the proof, and to [BMRRT, Theorem 4.5] for the more
theoretical explanation of this using the cluster category. As a corollary, we have the following
equality.

Corollary 6.A.13. Let Q be a Dynkin quiver. Then # rigidi(kQ) is equal to the number of
(i− 1)-faces of ∆(Xn) which contain no negative simple roots.

Proof. We can transform Q into a bipirtite Dynkin quiver by using sink mutations. Thus
we may assume that Q is bipirtite by Corollary 6.A.4. Then the assertion is immediate from
Proposition 6.A.12. �

Now we are ready to show the formula of # rigidi(kQ) by using [Krat], which enumerates the
number of faces of ∆(Q) satisfying various conditions.

Theorem 6.A.14. Let Q be a Dynkin quiver of type Xn. Then the number # rigidi(kQ) is
equal to (Xn) in the following list, where

(
n
i

)
denotes the binomial coefficient.

(An)
1

i+ 1

(
n

i

)(
n+ i

i

)

(Dn)

(
n

i

)(
n+ i− 2

i

)
+

(
n− 1

i− 1

)(
n+ i− 3

i− 1

)
− 1

n− 1

(
n− 1

i− 1

)(
n+ i− 2

i

)

(E6)
i 0 1 2 3 4 5 6 total

1 36 300 1035 1720 1368 418 4878

(E7)
i 0 1 2 3 4 5 6 7 total

1 63 777 3927 9933 13299 9009 2431 39440
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(E8)
i 0 1 2 3 4 5 6 7 8 total

1 120 2135 15120 54327 108360 121555 71760 17342 390720

Proof. The computation is achieved by specializing the results [Krat, Theorems FA, FD,
Section 7] to m = 1 and y = 0. More precisely, in [Krat], the m-generalization of cluster complexes
are studied, and m = 1 is the classical case. Then the number of faces of an m-cluster complex
which consists of given numbers of positive roots and negative roots was computed, and y = 0
means that we exclude negative roots. �

By our main result, # rigid(kQ) is equal to the number of ICE-closed subcategories of mod kQ.

Since we have # rigid(kQ) =
∑n
i=0 # rigidi(kQ), we obtain the following enumeration.

Corollary 6.A.15. Let Q be a Dynkin quiver of type Xn. Then the number of ICE-closed
subcategories in mod kQ is equal to the sum of the numbers given in Theorem 6.A.14 over i =
0, 1, . . . , n. In particular, if Q is of type An, then the equality holds,

# ice(kQ) =

n∑
i=0

1

i+ 1

(
n

i

)(
n+ i

i

)
,

where the right hand side is known as the n-th large Schröder number [OEIS, A006318].

Remark 6.A.16. In [Eno6, Theorem 6.13], the author computes # ice(kQ) for a linearly
oriented An quiver by a different method. By combining this with Theorem 6.A.3, we can give
another proof of the fact that # ice kQ is equal to the n-th large Schröder number for a quiver of
type An.
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[HR] S. Hassoun, S. Roy, Notes on Jordan-Hölder property for exact categories, arXiv:1906.03246.

[Hir] N. Hiramatsu, Relations for Grothendieck groups of Gorenstein rings, Proc. Amer. Math. Soc. 145 (2017),

no. 2, 559–562.
[Hum1] J. E. Humphreys, Introduction to Lie algebras and representation theory, Second printing, revised. Grad-

uate Texts in Mathematics, 9. Springer-Verlag, New York-Berlin, 1978. xii+171 pp.
[Hum2] J. E. Humphreys, Reflection groups and Coxeter groups, Cambridge Studies in Advanced Mathematics,

29. Cambridge University Press, Cambridge, 1990. xii+204 pp.

[IT] C. Ingalls, H. Thomas, Noncrossing partitions and representations of quivers, Compos. Math. 145 (2009),
no. 6, 1533–1562.

[Iya] O. Iyama, The relationship between homological properties and representation theoretic realization of Artin

algebras, Trans. Amer. Math. Soc. 357 (2005), no. 2, 709–734.
[IRRT] O. Iyama, N. Reading, I. Reiten, H. Thomas, Lattice structure of Weyl groups via representation theory of

preprojective algebras, Compos. Math. 154 (2018), no. 6, 1269–1305.

[KaSa] M. Kashiwara, Y. Saito, Geometric construction of crystal bases, Duke Math. J. 89 (1997), no. 1, 9–36.



138 BIBLIOGRAPHY

[KaSc] M. Kashiwara, P. Schapira, Categories and sheaves, Grundlehren der Mathematischen Wissenschaften 332,
Springer-Verlag, Berlin, 2006.

[Kob] T. Kobayashi, Syzygies of Cohen-Macaulay modules and Grothendieck groups, J. Algebra 490 (2017), 372–

379.
[Krat] C. Krattenthaler, The F-triangle of the generalised cluster complex, Topics in Discrete Mathematics, dedi-
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